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Abstract— Electrical power and energy systems are 

undergoing an unprecedented transformation, demanding 

urgent upgrades to make them more reliable, resilient and 

secure. In order to develop holistic risk management systems for 

the energy systems, there is a need for improving collection and 

homogeneous representation of data coming from legacy 

equipment and modern communication devices, i.e. IoT and 

DERs. The scope of this paper is to establish a framework for 

data collection mechanisms that should be developed in the 

frame of an energy data platform towards establishing a secure 

and trustful data sharing framework for all energy data value 

chain stakeholders. The proposed framework is under 

demonstration and evaluation in 3 demo sites around Europe 

and the preliminary evaluation actions are reported in this 

paper. 

Keywords—data sharing, privacy, security, IoT/DER, SCADA, 

IEC 61850 

INTRODUCTION 

Conventional power systems primarily rely on a handful 
of centralized large power plants to supply the majority of 
electricity to consumers. However, this model, characterized 
by one-way power distribution from major generators to 
consumers, is evolving. The imperative to reduce carbon 
emissions and combat climate change has spurred the 
adoption of environmentally friendly methods for electricity 
generation (such as wind turbines, solar panels), transportation 
(electric vehicles), and space heating (heat pumps). The 
emergence of distributed generation, the introduction of new 
energy demands, and the rise of prosumers are not only 
reshaping the grid's framework but also altering how power 
adequacy and supply security are assessed and managed. As 
the power system incorporates a growing array of new 
devices, components, and stakeholders, it becomes more 
intricate and challenging to analyse. 

Simultaneously, the significance of data within the power 
system is escalating. The installation of a greater number of 
sensors and smart meters is yielding a wealth of data. This 
environment necessitates leveraging data for asset 
management, as decisions increasingly require support from 
data-driven methodologies. In the transition towards "smart 
grids," data collection and management assume a pivotal role. 
Consequently, investigating how data collection and 
processing can be enhanced with security and privacy is 
crucial for maintaining satisfactory cost and supply security 
levels on the grid sector. 

For legacy grid level systems, various open-source 
approaches exist for data aggregation over SCADA, 
Distributed Control System (DCS) and Integrated Control 
Systems (ICS), whereas for modern communication devices 
at decentralized grid level (DER/IoT devices) they are mostly 
based on solutions collecting data over IP networks. A key 
issue for data handling has to do with privacy/security-
preserving data computation and privacy/security-preserving 
data aggregation. Among other approaches encryption over 

data, pseudonym technology secure data storage, especially 
considering the limited storage capabilities of IoT and edge 
devices, should be considered. In the following, in Section II 
the elicitation of the data collection methods from grid level 
systems is provided while in section III the analysis is 
performed for DER/IoT devices. Considering privacy/security 
aspects that have to be considered in the field of data 
collection and sharing, in Section IV the relevant data 
handling methods are reported while in Section V the same 
analysis is provided for DER/IoT assets. In section VI, the 
application of the proposed framework in real life is provided 
focusing on the demonstration characteristics and the 
preliminary evaluation results. 

DATA COLLECTION FROM DSO LEVEL ASSETS  

In this section a reference to the key standardization is 
provided with focus on data ingestion from substation 
systems. The analysis is covering data integration from 
SCADA and DCS (mainly PMU and IED devices) devices to 
ensure the prompt data collection from grid level assets. 

With a history of proprietary system components from 
specialized vendors, the trend today is to rely increasingly on 
off-the-shelf products, both for hardware and for software, 
when developing and upgrading power system control and 
operation systems with focus on the use of standard 
communication interfaces to ensure interoperability between 
components from different vendors. Legacy protocols, such as 
Modbus and the proprietary protocols of equipment vendors, 
are slowly replaced by protocols standardized in the last 
decade for RTU/IED communication like DNP3[1], 60870-5 
for data acquisition and control [3], or IEEE C37.118-2005 [4] 
for PMU data. Moreover, communication and automation 
technology have changed at a faster pace in the past decade, 
especially with the fast deployment of substation-oriented 
protocols, like IEC 61850 [2]. In the recent years, a major shift 
towards the IEC 61850 standard has been considered and the 
following key features have been adopted widely as part of the 
specifications of the model:  

• IEC 61850 is a substation object-oriented protocol 
that standardizes the signals as per electrical 
terminologies and primary equipment into the 
software world. The IEC working group has 
incorporated the Generic Object Models for 
Substation and Feeder Equipment concept into its 
standard, which is used to present substation data into 
objects or blocks.  

• IEC 61850 provides signal addressing in the form of 
intuitive names that are called logical nodes. 

• IEC 61850 governs a unique methodology of peer-
to-peer communication to send highspeed signals 
across the network, which is called Generic Object-
Oriented Substation Event (GOOSE) messaging. 
Comparing hardwired electrical cabling between 
different devices, GOOSE messaging reduces cost 
and time to send high-speed signals for intertripping, 
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blocking, etc., over the Ethernet network and still 
maintains the same performance as required by the 
protection application.  

• Part of the IEC 61850 standard also provides a secure 
and reliable method to transfer files from one device 
to another over the same Ethernet medium using 
MMS file transfer. IEDs, like protection relays, 
implement MMS file transfer to transfer data as files 
and to provide the hierarchal structure for those files 
to manage data. These files may include relay 
settings, Configured IED Description (CID) files and 
fault-event files to be collected from IEDs using 
MMS file transfer.  

With all the digital information available through 
substation IEDs, operators in the control centre can use the 
IEC 61850 data received over GOOSE messages to analyse 
and troubleshoot the fault in the holistic power system view. 
It is evident, that the standardization efforts today focus 
mainly on power system models like the Common 
Information Model (CIM) with the goal to ease the exchange 
of engineering data between and within utilities in a large 
variety of applications. 

DATA COLLECTION FROM DER AND IOT DEVICES 

In the last decade, it is evident a mass penetration of new 
DER components at low/medium voltage grid level. Local 
generation, EV charging points, smart home/building 
automation systems are massively installed and thus there is 
an increasing demand for data integration and further 
incorporation of new assets in new business schemas and use 
cases. The data collection process from these new types of 
DERs is an important task, and a series of standards and 
guidelines (both at communication and semantic level) have 
been defined in order to ensure the smooth data integration.  

There is a series of relevant standards in the field 
addressing the integration of small-scale DER assets but the 
IEEE 1547 (Standard for Interconnecting Distributed 
Resources with Electric Power Systems) is the standard of the 
Institute of Electrical and Electronics Engineers meant to 
provide a set of criteria and requirements for the 
interconnection of distributed energy resources into the power 

grid. The standard is intended to be universally adoptable, 
technology-neutral, and cover distributed resources as large as 
10 MVA. Based on the standard specifications, all DER—
such as photovoltaic (PV) inverters, energy storage systems 
(ESSs), and synchronous generators—in those jurisdictions 
must include a standardized SunSpec Modbus [5], IEEE 
2030.5 [6], or IEEE 1815 [7] (DNP3) communication 
interface. The SunSpec Modbus is the most common 
instantiation of the Modbus communication protocol and 
more specifically the instance as specified by SunSpec 
Alliance, named as the SunSpec protocol.  

Apart from the inverter based DERs (addressing small 
generation/ battery systems), the EV charging points are also 
considered as a significant DER asset of the electricity grid. 
Towards this direction, the OCPP protocol [8] is (among other 
approaches) the industry standard for the integration of EV 
CP/ EVSE data to external systems. The details of OCPP are 
provided in brief. Essentially this protocol has been designed 
to enable the communication between an EVSE and a CPO. 
In addition to OCPP, IEC 63110[9] is rather new standard to 
provide communication links for the conductive charging 
station and electric vehicles. IEC 63110 is also known as the 
protocol for the Management of Electric Vehicles charging 
and discharging infrastructures. The IEC 63110 is responsible 
for a higher and swift level of interoperability in the front-end 
communication and signal distribution between smart grid 
infrastructures such as EVs and the conductive charging 
spots/stations. Apart from the communication protocol, there 
is a need for a unified semantic data model - a reference 
ontology (protocol-independent semantic layer by explicitly 
specifying recurring core concepts in the smart appliances’ 
domain, the relationships between these concepts, and 
mappings to other concepts used by different 
assets/standards/models). Currently, the SAREF ontology 
[10] is a shared model of consensus aiming to facilitate the 
matching of existing assets (standards, protocols, etc.) in the 
smart appliances’ era. It provides building blocks that allow 
separation/ recombination of different parts of the ontology to 
cover different needs. The SAREF model is currently being 
extended to add semantic models for data associated with 
multiple domains ranging from smart cities, industry and 
manufacturing, smart agriculture and the food chain, water, 
automotive, eHealth/ aging well and wearables. 

 

 

In particular, a multitude of different domains are currently 
on the roadmap turning SAREF into “Smart Anything 
REFerence ontology”, which enables better integration of 
semantic data from various vertical domains in the IoT arena. 
On the other hand, there are also numerous market-based 
implementations available to support the end-to-end 

 
 

Figure 1: IEC standardization landscape 

 
 

 

Figure 2: SAREF model overview 
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integration of smart building assets. The main interest is about 
the different means of IoT devices communication with cloud 
platforms taking into account the type of devices, network 
conditions, and specific requirements of the IoT application 
[11]; data collection methods that are relevant in the field are 
MQTT, CoAP, AMQP, DDS, LwM2M etc. 

PRIVACY AND SECURITY ON DSO ASSETS DATA SHARING 

In relation to the standardization analysis for data 
collection at grid level as defined in Section II, a series of 
standards have been defined under IEC 62351 family [12] in 
order to cover the security related aspects specifically for the 
IEC 60870-5 series, the IEC 60870-6 series, the IEC 61850 
series, the IEC 61970 series, and the IEC 61968 series. An 
overview of the different standards that are part of the62351 
family is provided in Figure 3. 

 

 The security measures specified in IEC 62351 address 
various aspects of security, including: 

• Access Control: IEC 62351 defines access control 
mechanisms to restrict unauthorized access to 
components and data. This involves user 
authentication, authorization, and role-based access 
control (RBAC) and is related mainly to the privacy 
of data. More details presented below. 

• Data Security: IEC 62351 defines data security 
measures to protect sensitive IACS data from 
unauthorized access, modification, or disclosure. 
This includes data encryption, data integrity 
protection, and data loss prevention (DLP). 

• Cryptographic Key Management: IEC 62351 
outlines secure key management practices to protect 
cryptographic keys used for encryption and digital 
signatures. This includes key generation, storage, 
distribution, usage, and revocation. 

• Security Management: IEC 62351 provides a 
framework for implementing security management 
practices, including risk assessment, incident 
response, and continuous monitoring. It also 
emphasizes the importance of training and awareness 
programs for the relevant personnel. 

• Network Security: IEC 62351 outlines network 
security measures to protect IACS networks from 
unauthorized access, data interception, and Denial-
of-Service (DoS) attacks. This includes network 
segmentation, firewalls, intrusion detection systems 

(IDS), and intrusion prevention systems (IPS). Also, 
IEC 62351 recommends using secure 
communication protocols, such as Transport Layer 
Security (TLS) or IPsec, to encrypt and authenticate 
data transmitted over networks.  

• Device Security: IEC 62351 addresses device 
security by specifying secure device configurations, 
secure firmware updates, and secure communication 
protocols. It also promotes device hardening 
techniques to minimize vulnerabilities. 

Special remark in this analysis in 62351-4 [13] and 62351-
6 [14] as the relevant with IEC 61850 related assets. The key 
details covered within both standards are about: 

• Security Mechanisms: defining various security 
measures and mechanisms to ensure the integrity, 
authenticity, and confidentiality of communication 
between different devices and components within 
power systems. 

• Message Integrity: Ensuring that data transmitted 
between devices remains unchanged and 
uncorrupted during transmission. 

• Authentication Mechanisms: Specifying methods to 
authenticate the identity of devices and users 
participating in the communication process, 
preventing unauthorized access. 

• Network and System Architecture Security: 
Recommendations for designing secure network and 
system architectures for power systems. 

• Protection Against Cyber Threats: Addresses various 
cyber threats such as denial-of-service attacks, man-
in-the-middle attacks, and other potential 
vulnerabilities. 

• Encryption: Addressing encryption techniques to 
protect sensitive data from being accessed or 
intercepted by unauthorized entities. 

• Digital Signatures: Describing how to use digital 
signatures to verify the authenticity and origin of 
transmitted data. 

In relation to data encryption and signatures use, the 
cryptographic algorithms specified in IEC 62351 vary 
depending on the specific part of the standard, as the suite 
encompasses a range of security mechanisms for industrial 
automation and control systems. Namely for the standards 
elicitated above we have the following encryption algorithms: 

• AES-CCM: Symmetric-key encryption algorithm for 
MMS messages. NIST SP 800-38, Recommendation 
for Block Cipher Modes of Operation: Advanced 
Encryption Standard (AES) 

• ECDSA: Asymmetric-key signature algorithm for 
MMS messages: FIPS PUB 186-4, Digital Signature 
Standard (DSS) 

• HMAC-SHA-256: Message authentication code 
(MAC) algorithm for MMS messages: FIPS PUB 
198-A, The Keyed-Hash Message Authentication 
Code (HMAC) 

• RSA: Asymmetric-key encryption and signature 
algorithm for MMS messages and IEC 62351-9 
certificates. PKCS #1, RSA Cryptography Standard 

• SHA-256: Hash function for generating message 
digests: FIPS PUB 180-4, Secure Hash Standard 
(SHS) 

Apart from secure data communication, the secure data 
storage is a crucial aspect of cybersecurity, especially in 

 
 

Figure 3: IEC 62351 security layers overview 
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sensitive grid assets related information. IEC 62351 addresses 
secure data storage through various measures to protect the 
confidentiality, integrity, and availability of critical data. 

• Use of secure hardware devices: IEC 62351 
recommends using secure hardware devices, such as 
tamper-resistant modules (TRMs) [16] that provide a 
secure foundation for various security-related 
functions in computing devices. TPMs are typically 
integrated into the motherboard of a computer or 
added as a separate module in order to serve the 
different security functions such as: Secure Storage, 
Secure Boot, Attestation, Key Generation and 
Management. Secure Communication, Device 
Identity etc.. TPMs play a crucial role in enhancing 
the overall security of computing devices and are 
commonly used in enterprise environments, secure 
systems, and platforms where data protection and 
system integrity are paramount. 

• Encrypt data at rest: IEC 62351 mandates encrypting 
sensitive data at rest, even if it is stored on secure 
hardware devices. 

• Control access to storage devices: IEC 62351 
emphasizes the importance of controlling access to 
storage devices through physical security measures, 
such as access control lists (ACLs) and multi-factor 
authentication (MFA). 

• Data storage minimization: IEC 62351 recommends 
minimizing the amount of sensitive data stored on 
devices and systems.  

• Implement data classification: IEC 62351 suggests 
classifying data based on its sensitivity level to 
determine appropriate storage and access controls.  

• Regularly back up data: IEC 62351 mandates 
regularly backing up sensitive data to prevent data 
loss due to hardware failures, cyberattacks, or other 
incidents.  

On the other hand, data access control [15] (as also 
mentioned above) is a critical cybersecurity measure: to 
restrict unauthorized access to sensitive information, 
minimize the risk of data breaches and leaks, Ensure data 
integrity and availability. IEC 62351 emphasizes the 
importance of data access control and outlines various 
techniques to implement it effectively in a dedicated 62351-8 
[15] standard, namely: 

• User authentication: Verify the identity of users 
attempting to access data using strong authentication 
mechanisms, such as passwords, multi-factor 
authentication (MFA), or digital certificates. 

• Authorization: Grant users access to specific data 
based on their roles and responsibilities, ensuring 
that only authorized individuals can access the 
information they need. 

• Access control lists (ACLs): Define access rules for 
specific users or groups, explicitly granting or 
denying access to particular data resources. 

• Role-based access control (RBAC): Assign access 
permissions based on user roles, simplifying access 
management and ensuring that users have access to 
the data they need to perform their tasks. 

• Attribute-based access control (ABAC): Grant 
access based on attributes of the user, the data, or the 
current context, providing more granular control over 
access decisions. 

The aforementioned key principles as defined in the 
relevant regulation are also considered as best practices for 
enhancing data security and privacy at grid level. 

PRIVACY AND SECURITY ON DER /IOT DATA SHARING 

Similar to the review of the different security/privacy 
preservation mechanisms that are considered for network 
level assets, the same analysis applies for the data collection 
methods defined for IoT/ DER Level. Starting with the 
SunSpec/Modbus model, a series of specifications 
([17][18][19]) have been defined to support security on data 
exchange and a brief overview of them is provided: 

• TLS 1.2 encryption: This ensures that DER data is 
encrypted while in transit, protecting it from 
interception and eavesdropping. 

• Message authentication code (MAC): This provides 
data integrity verification, ensuring that DER data 
has not been tampered with during transmission. The 
SunSpec Secure Modbus protocol uses the HMAC-
SHA-256 algorithm to generate a MAC for 
enhancing the transfer of data. 

• Data anonymization: DER data can be anonymized 
to remove personally identifiable information (PII). 

• Client authentication: This verifies the identity of the 
client device requesting data from the DER device, 
preventing unauthorized access. 

The SunSpec Secure RESTful Web Service provides a 
standardized interface for secure data exchange between DER 
devices and other applications. This interface supports HTTPS 
to ensure that DER data is encrypted while in transit using the 
HTTPS protocol and JSON Web Tokens (JWTs) used to 
authenticate clients and authorize access to DER data. In 
addition, Role-based access control (RBAC) is supported by 
SunSpec specifications to restrict access to DER data based on 
the role of the user or application. 

A very important standard in the field as named above is 
OCPP for EV Charging points management. Special emphasis 
is delivered also on security related aspects as specified in 
OCPP reference documentation. Based on these 
considerations, OCPP security is based on TLS [20]. In the 
TLS with Basic Authentication profile, the communication 
channel is secured using Transport Layer Security (TLS). The 
CSMS authenticates itself using a TLS server certificate. The 
Charging Stations authenticate themselves using HTTP Basic 
Authentication. In the TLS with Client-Side Certificates 
profile, the communication channel is secured using Transport 
Layer Security (TLS). Both the Charging Station and CSMS 
authenticate themselves using certificates. In the field of 
users’ authorization, OCPP protocol describes all the 
authorization-related functionalities at EV charging level; it 
contains different ways of authorizing a user, online and/or 
offline. In terms of data privacy, similar principles are 
considered in data handling with focus on purpose 
Specification, Data Minimization, Data Access Control, Data 
Integrity and Anonymization. 

When it comes to building IoT devices integration, the 
same good practices as mentioned above are also considered 
for data handling from the smart home environment. Special 
remark for the security of MQTT based communication (as 
defined in MQTT Security Model): 

• Use of TLS to encrypt the communication between 
MQTT clients and brokers. Configuration of the 
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MQTT broker to support secure connections, and 
ensure clients use TLS for encryption. 

• Encryption of the payload of MQTT messages, 
especially if it contains sensitive information. MQTT 
payload encryption solves the problem of protecting 
application messages from malicious listeners or 
untrusted MQTT clients. 

• Enforce strong authentication for MQTT clients to 
verify their identities. Use mechanisms like 
username/password combinations, client certificates, 
or other secure authentication methods. 

• Implement access control lists (ACLs) to specify 
which clients are allowed to publish or subscribe to 
specific topics. Implement fine-grained access 
control to restrict clients' access to specific topics or 
actions. 

• Careful management of MQTT sessions to control 
the state and duration of client connections. 
Configuration of appropriate session timeouts and 
consider using persistent sessions based on your 
application's needs. 

• Set of appropriate keepalive and timeout values to 
manage the lifecycle of MQTT connections. 

We presented above, the key security principles as defined 
in the relevant standardization. These specifications are 
further incorporated in the data collection and sharing 
framework to be established in the overall ICT solution and to 
be tested in three demo sites around Europe. The initial details 
of the demo set up as well as the early trials are presented in 
the following section. 

DEMO SITES AND EARLY TRIALS 

Apart from the framework definition and the elicitation of 
the different data gathering and collection methods (as well as 
the security/privacy mechanisms that needs to be considered 
for data management and exchange), the in-life demonstration 
at specific demo scenarios is required. For that reason, a demo 
set up has been considered in 3 European countries: Spain, 
Italy and Ukraine with the elicitation of the different physical 
assets (and the associated data gathering methods as well as 
data collection characteristics).  

In Spain, the distribution network is located near the 
village of Escúzar, to set the demo-site to validate the 
demonstration at micro grid and end-user level. This area 
counts with 450 supply points and a peak load close to 0.55 
MW, the LV distribution grid serves mostly residential 
consumers and near the village there are 2 PV plants of 4 MW 
and 1.8 MW each one connected to the MV grid. In the area 
there are also deployed 28 residential households with self-
generation (3 kW each one), 1 household with a private EV 
charger (7,4 kW) and self-generation (3 kW), 5 households 
with control of the boiler and HVAC. Also, a public EV fast 
charger of 22 kW is available in the town and is projected the 
deployment for V2G chargers in some households.  

At the DSO level, the Escúzar electrical substation, built 
in 2008, will be also used as a complementary demo-site to 
validate digital substation developments. It currently has two 
30 MVA transformers operated at 66/20 kV. The 66 kV 
voltage has two 20 kV bars with a total of 14 output lines (7 
per bar), which provide electricity to different municipalities 
and industrial estate of the region. In addition, one of the main 
elements of the local electric distribution network is the 
Substation Automation System (SAS) which is a mission-
critical task that allows to control and monitor the electric 

infrastructure. Gateways, controllers, protections relays, 
RTUs, etc., enclose serial and ethernet communications by 
relying on industrial protocols, providing data logging 
capabilities, analogic and digital inputs/outputs, among other 
functions. These devices send real-time data in a reliable way 
to the SCADA so the operators would have an updated and 
accurate information on the status of the grids.  

 

The Italian demo site is located in Sarentino Valley in the 
centre of South- Tyrol, north of Bolzano (Italy). In this region 
the local DSO is managing 8,608 km of network and 
supplying electric power to 230,000 customers. The pilot 
demonstration is going to be performed in the MV and LV 
grid supplied by the HV/MV substation and consists of:  

• 2x 66/20 kV transformers 25 MVA. / 5 MV feeders.  

• 10.4 MW of installed production in the MV and LV 
grid (3.6 MW hydroelectric, 2.7 MW PV and 4.1 
MW thermal power generation).  

• 2 local network installations connected to the MV 
grid, with other 10.6 MW of installed production (9.8 
MW hydroelectric).  

• 24.6 MW of total loads (3,000 LV and MV 
customers).  

On the field side of the controlled smart grid, the bilateral 
flow of measurement and control signal for critical assets is 
established though a peripherical equipment which is a Smart 
Grid Controller. This component plays an essential role for 
observability of the DSO grid and for the coordination of the 
assets as it allows control functions. The tool interacts with 
SCADA system placed in the DSO control room. 

The demo in Ukraine in the Ivano-Frankivsk region 
consists of the substation (110/35/10 kV) to guarantee the 
proper development and validation of the activities as defined 
above. The substation includes: switching equipment, relay 
protection and automation, telemechanic equipment (The 
substation is telemechanized by receiving status and position 
signals of all switching devices, and uses control commands 
for 110, 35 and 10 kV switches with discrete signals), 
collection of all information from microprocessor terminals 
(via Modbus-RTU protocol). The data transfer from the 
substation to the SCADA system is performed according to 
the protocols IEC60870-5-10. Between the branch and the 

 
 

Figure 4: Indicative schema of Escúzar electrical substation 
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dispatch service, the communication is performed according 
to the DNP 3.0 protocol. Data transfer from the substation to 
the server of the control point is performed using fibre optics 
and GSM. 

By taking into account the list of physical assets (with the 
associated communication protocols) as well as the data 
collection and handling framework specifications as presented 
in previous sections, we list the implementation details over 
the different physical assets to be examined at the different 
demo sites during a more than one year demonstration and 
validation period. 

Table 1 Demo site details and security features 

 
Demo Site Protocol Access 

Control 
Anony 

mization 

Encryp 

tion 

ES - EV OCPP + + + 

ES - PV MODBUS +   

ES - IoT MQTT + + + 

ES- RTU IEC/61850 + +  

IT-SGC IEC/61850 + +  

UA-RTU IEC/60870 + +  

UA-SGC DNP/3.0 + +  

 

Considering the criticality of the data from the 
RTU/SCADA and smart controller, these are considered as 
private datasets with restricted access and thus bilateral 
licence agreements are required for data exchange. Access 
control policies with ABAC control methods should be 
supported in order to ensure classified access over the data 
based on the user roles. In addition, need for anonymization 
of the data coming from RTU/SCADA as data for substations 
normally includes the aggregation of plenty of end users. In 
addition, smart metering data needs to be anonymized at 
source level in order to ensure that any personal identifier has 
been removed. No specific requirements about additional 
encryption (apart from the default encryption that applies at 
communication exchange of the relevant protocol) over the 
data are defined at this stage, but the demo partners are 
interested to experiment with the data-level encryption 
mechanisms that are considered at grid level. On the other 
hand, encryption methods (SHA-256) are mandatory for the 
personal data made available from the DER/IoT environment 
with focus on smart home devices and EV charging points.  
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Abstract— Industry is responsible in Europe of 1/4 of final 

energy consumption. About 2/3 of industrial energy use can be 

attributed to process heating. Temperature required for process 

heating are in a wide range from the space heating with values 

lower than 60°C to the high values of the metallurgy sector that 

can be above 1500°C.  Many industrial sectors require process 

heating at temperatures lower than 200°C as, for example, food 

and beverage, paper and textile sectors. 

In correspondence with process heating huge amounts of waste 

heat are produced. A fraction of this waste heat, estimated at 

about 42%, is low waste heat at temperatures lower than 100°C, 

frequently of no use for passive heat recovery. Heat pumps can 

exploit this heat, making it suitable to many heating processes. 

To this end high temperature heat pumps are welcome, thus 

designating heat pumps able to operate at temperatures well 

higher than 100°C. They are much different from conventional 

heat pumps, regarding not only the larger capacity and special 

refrigerants, but also the technologies. Open cycles mechanical 

vapour recompression systems (MVR) allow impressive 

reduction in energy demand in processes as concentration, 

distillation, drying and desalination. Heat transformers are able 

to upgrade a fraction of waste heat to useful temperature heat.  

In the past an industrial heat pump was a device able to operate 

at temperatures just above 100°C with a suitable refrigerant. 

Nowadays an industrial heat pump is designed and developed 

on purpose for industrial use with equipment that can operate 

at temperatures as high as 200°C, making it possible to increase 

useful recovery of waste heat. Recent developments could 

increase the ratios of actual to ideal COP and the temperature 

lift from heat source and heat supply. 

The aim of this paper is to illustrate the technology 

developments in the field from the first applications to the actual 

state of the art with the possible developments. 

 

Keywords—Heat pump, Industry, HTHP 

INTRODUCTION 

About 20% of total world energy consumption is due to 
industrial heat production mainly obtained by fossil fuels 
combustion. Around 50% of industrial energy input turns into 
waste heat. Low temperature waste heat (< 220 °C) represents 
60%. Steam generation is estimated to require about 30% of 
energy consumption in the manufacturing industry. The 
demand for process heating accounts for 66 % of the total final 
energy demand. 

Energy consumption in the industrial sector in UE27 is 
about 3200 TWh (275 Mtoe) per year, representing about 26% 
of the total consumption in EU. (fig. 1).  

High temperature heat pumps (HTHPs) can exploit waste 
heat increasing its temperature to useful values, for example 
producing steam. Industrial HTHPs could cover about 28 
TWh/year (2.4 Mtoe) of thermal requirement in the range 100-
200°C, which means about 1.5% of the total heat 
consumption. The heat pump “cold” source would be about 21 
TWh/year (1.8 Mtoe, a COP of 4 is postulated), that is 7% of 
the total heat potential in EU industries [1]. A focus on the 
industry is needed as it is currently responsible for 25 % of  

final energy consumption (FEC)  and 20 % of the GHG 
(GreenHouse Gas) emissions (not including indirect 
emissions attributed to external energy supply) in EU-28 
countries. The majority (66 %) of industrial energy use is for 
process heating purposes [2]. 

 

 Figure 1 : Distribution of heat by temperature and potential 

quantity of heat demand that can be covered by HTHPs [3] 

GENERALITIES 

Whenever the waste heat temperature (source) is higher 
than the sink, it is better a heat exchange. Only when the two 
temperature levels are inverted a heat pump may be a useful 
solution. The statement may seem obvious, but this criterion 
is not always followed. Then a heat pump is often preceded by 
a heat exchanger. 

A rough evaluation of a heat pump COP is allowed by the 
Carnot ratio. Nowadays heat pumps can reach about 60% of 
Carnot ratio:  

                   

1

1 2

0.6
T

COP
T T

=
−  

where T1 is the sink temperature and T2 the source. 

When the heat pump is driven by electricity, the acceptable 
COP depends on how electricity is produced. If the production 
is thermoelectrical by natural gas the COP should exceed 2.5 
to reach primary energy parity. For a sink temperature of 
150°C the temperature lift limit is 100°C but usually not more 
than 60-70 K to obtain a concrete superiority in terms of 
primary energy. 

These considerations lose validity in the case of electricity 
produced by other means, from hydroelectric to photovoltaic 
to nuclear.  A possible picture of the nowadays situation is 
represented in fig. 2. 
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Figure 2 : Temperature limits of different industrial heat pumps  

The currently prevalent techniques feature mechanical 
compression with approximately half of the large 
installations being open cycle (they perform the compression 
of water vapour). Very important are also sorption systems. 
An overview of the different technologies is represented in 
fig. 3: 

  

Figure 3 : An overview of different heat pump technologies  

THE PAST: 1855-2000 

The first heat pump in history was built in 1855 by the 
Austrian Peter Ritter von Rittinger who installed it in the salt 
mines of Ebensee. It was an open-cycle heat pump with 
mechanical vapor recompression driven by a waterfall (fig. 4). 
The compressor sucked the vapor produced in the 
concentrators of the aqueous salt solution at 117°C and at a 
pressure of 170 kPa, compressing it to 300 kPa, a pressure at 
which the condensation temperature is 138°C. 

In this way, the condensation of the steam allowed the 
production of an equivalent quantity with a COP higher than 
10. 

 

Figure 4 : Open cycle vapour recompression heat pump by Peter 

Ritter con Rittersdorf (1855) 

First industrial compression heat pumps were similar in 
principle to the ones of the residential and commercial market, 
differing mainly in thermal levels, working fluids and 
capacities. The first problem that posed itself to the designers 
was that of the refrigerant.  The relatively high thermal level 
prevented the utilisation of most widespread refrigerants then 
used such as CFC-12 and HCFC-22. CFC-114 was usually 
preferred to work above 100°C as it retained a good stability 
even at those temperatures.  

The schematic is very similar to a conventional heat pump 
(fig. 5). In the upper left part the evaporator is powered by 
waste heat at 90°C. The refrigerant vapor produced at 80°C is 
compressed and can condense at 135°C, making useful heat 
available.  A machine, called Templifier, could reach 100°C 
with a COP of 3.5 for a cold source at 60°C.  

 

Figure 5 : Scheme of an industrial compression heat pump 

realized in the ‘70  

A means devised to reduce the compression work and the 
highest temperature at the outlet of the compressor was the use 
of an economizer with refrigerant injection at an intermediate 
pressure (fig. 6). 

The principle of absorption was applied on first absorption 
heat pumps, usually driven by steam (Mitshubishi-York).  
They were usually driven by steam at a temperature of about 
165°C, heating up water from 50 to 90°C, using waste heat at 
40°C as cold source.  The COP was claimed at 1.7, which can 
be consider high as the input is thermal. 
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Figure 6 : Heat pump equipped with an economizer and a two stage 
centrifugal compressor 

Fig. 7 reports the thermodynamic cycle on the pressure-
temperature diagram of the mixture H2O-LiBr. 

 

Figure 7 : Thermodynamic cycle of the absorption heat pump 

Fig. 8 represents a block diagram of an absorption heat 
pump with the two cylinders of higher and lower pressure..  

 

Figure 8 : Schematic of an absorption heat pump with the two 
cylinders of higher and lower pressure 

Heat transformers are another significant application of 
the absorption principle. The heat transformer exploits 
thermal energy at a non-useful temperature level to enhance a 
part of it at a usable thermal level.  Fig. 9 illustrates the energy 
supplied to the machine at an intermediate temperature, 
valorizing one part at a high temperature, dissipating the other 
at a lower temperature. 

 

Figure 9 : Block diagram of a heat transformer with the energy 
fluxes 

The thermodynamic cycle of a heat transformer is 
represented  in fig. 10. Waste heat at 60-100°C can produce 
heat at a thermal level 40-50 K higher useful for many 
industrial processes (it might be steam at 5 bar). The COP can 
be around 0.4-0.5 so that almost a half of  the waste thermal 
energy is available at a higher temperature. 

 

Figure 10 : Thermodynamic cycle of a heat transformer in a 
diagram pressure-temperature of H2O-LiBr 

THE PRESENT : 2000-2024 

Since the beginning of this century, of the large family of 
organic refrigerants, only HFCs remained alive, completely 
free of the chlorine atom, such as, for example, R32 or R134a 
or R152, due to the requirement to respect the limit due to the 
ODP (Ozone Depletion Potential) 

Among the possible replacements for traditional 
refrigerants, multicomponent mixtures were used, that is, the 
mixing of two or more pure refrigerants. 

In few years another severe limitation regarded the 
refrigerants: the Global Warming Potential (GWP). The 
European F-gas directive has provided for the replacement of 
refrigerants in use with refrigerants that have a GWP<2500 
and in the long term <150, practically nowadays. Only two 
HFCs appear to be able to meet this last requirement (R161 
and R152a).  

A group of refrigerants developed in recent years are able 
to comply with the constraints of the F-gas directive. These 
are unsaturated HFCs (HFO-hydro-fluoro-olephine) 
produced as an alternative to HFCs with high GWP, based on 
the propylene molecule. 

Considering the unfortunate story of all the proposed 
synthetic refrigerants (the actual most popular (R-245fa) is 
about to be banned!) the best solution according to many 
researchers is to use natural refrigerants: 

• propane HC-290 (C3H8);  very flammable;  

• butane HC-600 (C4H10); very flammable; 

• ammonia R-717 (NH3); toxic and flammable; 
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• carbon dioxide R-744 (CO2); very low critical    
pressure  and high pressure drop; 

• water R-718 (H2O); very low volumetric   heating 
capacity. 

An important innovation was the use of the R-744 even 
with the very high pressure drop and the requirement of a 
transcritical cycle. The useful effect is obtained by a gas 
cooler instead of the usual condenser. It happens that 
pressurized water is heated up by the continuous cooling of 
CO2 gas. In this way the efficient Lorenz cycle can be 
approached (fig. 11). A major drawback of R-744 is the very 
high pressure between evaporator and compressor discharge 
pressure. A modern innovation is able to exploit this pressure 
drop using an ejector at the outlet of the gas cooler, reducing 
the compressor work (fig. 12) [5]. 

           
Figure 11 : Heating pressurized water by a gas cooler or by a 
traditional condenser in a heat pump. Temperature variation at the 
level of heat source is also represented. 

 
Figure 12 : R-744 heat pump cycle enhanced by an ejector 

It is worth considering one scheme aimed at the 
production of technological steam with a two-stage heat 
pump in cascade The lower part of the scheme sees the classic 
cascade arrangement of two cycles with two different 
refrigerants. 

The HT condenser that uses the 2’3’ process produces the 
evaporation of water that is brought to the liquid separator in 
the saturation conditions 6 and then possibly further 
compressed up to the conditions 7 (steam) (Fig. 13). 

One of the most wasteful energy process is the separation 
of two liquids (concentration), above all when one of the two 
is water. In fact this separation is often obtained by 
evaporating one of the liquids. This vaporization for water 
requires about 2500 kJkg-1, (0.7 kWhkg-1). The obtained 
vapour pressure and temperature are too low to make it useful 
inside the factory, then no significant heat recovery is 

 
1 The isentropic efficiency 0.65 is a reasonable value for common 

possible. The involved industrial processes are far from 
marginal from macroeconomic point of view.  

 

 
Figure 13 : Two stage cascade heat pump to produce high pressure 
water evaporation with a final steam production. 

In Italian food industry 2 Mt of evaporated water are 
estimated in the dairy sector, 2.5 Mt in tomato and lemon 
processing, as much for starch production and 4.5 Mt for 
sugar (yearly values). The total amount of 11.5 Mt of water 
to be evaporated would require an overall energy cost higher 
than 700 ktoe, if obtained by single effect vaporization by 
heating (the value refers to the heat of vaporisation of water). 

Desalination is another very energy intensive process as 
well as distillations and drying. 

Mechanical vapour recompression (MVR) is a 
technology able to strongly reduce the energy cost in 
industrial processes such as concentration, distillation or 
drying and it is probably the most spread HTHP technology. 
A manufacturer claims about 2500 operating plants [4]. The 
process, is not so much different from the ancient Ritter’s 
heat pump. The vapour formed in the process is mechanically 
compressed and this is enough to upgrade the vapour 
enthalpy so that it can be condensed at a temperature useful 
to supply energy to the process, developing further vapour. 
The small temperature difference between evaporation and 
condensation allows to reach very high COPs that can exceed 
even 10. 

Fig. 14 represents a scheme for a concentration system by 
MVR. Steam is required by the process to be activated. Steam 
condensation releases vapour from the solution which is 
sucked and compressed at a suitable pressure so that 
condensation takes place at a temperature which allows to 
exchange heat with a reasonable heat exchanger area. 
Nowadays the usual temperature difference is of about 10 K, 
even if the difference sometimes arrives close to 5 K. As the 
compression ratio is small, blowers are used instead of the 
common positive displacement compressors. The name 
blower is used for compressors with low level of compression 
ratio, higher than fans, but lower than traditional 
compressors. Blowers are normally centrifugal devices with 
a single compression stage.  

A MVR system with a compression isentropic efficiency 
0.651 requires 25 kWh mechanical energy for evaporating 
1000 kg of water. The energy required for the starting phase, 
obviously depending on the process management, can be 

compressors in the considered field 
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considered conservatively, increasing of 5% the energy 
supplied. In any case the COP would be higher than 20.  

.  
Figure 14 : Concentration system MVR (doc. Howden Co.). 

THE FUTURE : 2024-20?? 

In the future an important role of the principle of 
absorption can be predicted with the use of double effect 
systems or coupled with mechanical compression. 

As with absorption refrigeration machines, double-effect 
systems can be developed to improve their performance. A 
possible scheme is represented in fig. 15. Energy is supplied 
to a generator at higher pressure (HPG) and temperature 
(typically in the order of 180°C). Condensation of the 
evaporated refrigerant occurs at a higher temperature in the 
high pressure condenser (HPC) which can then feed a second 
low pressure generator (LPG). The steam produced condenses 
in a low pressure condenser with a useful thermal effect. The 
condensate passes as always to an evaporator (E) from which 
it passes towards the absorber (A) with the second useful 
effect. Since the vapor separated from the solution in the LPG 
does not require external heat supply, the COP of the heat 
pump increases and in some prototypes reached 2.2 [ 4]. 

 

Figure 15 : Schematic of double effect absorption heat pump 

A similar concept can be applied also to heat transformer. 
When plenty of waste heat is available there is the possibility 
of increasing the temperature difference obtainable through 
the double absorption heat transformer (the double-stage cycle 
is neglected here  due to its great complexity). The block 
diagram of the machine is represented in fig. 16. The waste 
heat is sent to both the generator and the evaporator as in the 

single-stage heat transformer and similarly the absorption of 
the vapor produces a thermal effect. In this case the thermal 
effect is aimed at producing steam at a higher pressure in an 
evaporator where part of the liquid refrigerant is sent with a 
pump. Absorption at higher pressure allows for a useful 
thermal effect at higher temperatures. The higher pressure 
absorber interfaces directly with the generator for the arrival 
of the concentrated solution and with the lower pressure 
absorber for the return of the diluted solution (which will be 
further diluted in the lower pressure absorber). The block 
diagram represented on the pressure-temperature-
concentration plane of the solutions (fig. 17) allows us to 
better follow the complex transformations involved. 
Application examples underline the interest of the presented 
scheme. A system built according to this scheme with a useful 
power of 200 kW made it possible to produce technological 
steam at 180°C, using waste heat at 88°C, system cooled at 
25°C with a COP of 0.278 [4]. 

 

Figure 16 : Schematic of double absorption heat transformer 

 

Figure 17 : Thermodynamic cycle of a double absorption heat 
transformer in a diagram pressure-temperature of H2O-LiBr 

The most promising technical development in the field of 
VHHTHP (Very High High Temperature Heat Pumps) is 
hybrid absorption compression. 

As the temperature of the heat produced increases, 
compression heat pumps must operate at increasing pressures, 
particularly those that use ammonia. A solution to limit the 
pressure by reaching even high temperatures is the use of the 
hybrid absorption/compression cycle. A scheme is 
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represented in fig. 18 [6]. The starting point can be the so-
called desorber (DES), a sort of partial generator which is 
heated by the cold source, but from which the solution comes 
out in saturated conditions with partial evaporation of 
ammonia. In the liquid-vapour separator (LVS) the ammonia 
vapor is separated and sucked by the compressor (COM). The 
solution now depleted in ammonia is brought by the solution 
pump (SP) to a higher pressure. From there, the liquid solution 
mixes with the vapor coming from the compressor and enters 
the absorber (ABS) where useful thermal development occurs. 
The solution, now diluted, after heat exchange with the 
solution coming from the liquid separator, passes to the lower 
pressure in the desorber. 

 

Figure 18 : Scheme of a hybrid absorption compression heat pump 

It should also be noted that the progressive increase in the 
concentration of refrigerant in the absorption process involves 
a continuous temperature variation between the mixture 
entering the absorber and exiting it. This temperature trend is 
advantageous when a single-phase fluid is heated, since the 
temperature differences between the solution being absorbed 
and the heated fluid always remain very close to each other, 
approaching the Lorenz cycle scheme [7]. The same trend is 
found at the desorber level (fig. 20). In the upper part of the 
graph the progressive cooling that occurs in the absorber 
starting from the mixing between the pure refrigerant coming 
from the compressor and the strong solution arriving from the 
pump is represented. At the exit from the absorber is the inlet 
of the fluid to be heated whose temperature will increase up to 
the final value. A similar trend is encountered with reversed 
roles in the desorber where the temperature progressively 
increases for the solution at the expense of the cooling of the 

flow relative to the cold source (Tlift). The COP of these 
machines must take into account the work necessary for the 
compressor and pump and the efficiency of their electric 
motors:  

 

 

Figure 19 : Comparison of pressures at different temperatures of 
pure ammonia and water-ammonia mixtures 

 

 

Figure 20 : Temperature trend in the absorption and regeneration 
phases compared with the temperature trend of the useful effect 
and the cold source  
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Values above 3 are often obtained and, although the 
scheme is complex, there are commercial products based on 
it.  

CONCLUSIONS 

Although the diffusion of heat pump applications in 
industry is not yet widespread, there are various commercial 
proposals for machines ready for installation. The most 
mature technology regards MVR heat pumps with increasing 
applications in drying, concentration, distillation processes.  
In the near future hybrid absorption/compression heat pumps 
are expected to exceed 200°C sink temperature with important 
applications in other industrial fields. 
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Abstract— A novel method for short-term probabilistic 

forecasting of global solar irradiance using complex-valued time 

series is introduced. The real part represents the measurement, 

while the imaginary part captures volatility. A complex 

autoregressive model is applied to data from Corsica, France. 

Results show that the method, despite its simplicity and low 

data/resource requirements, aligns well with experimental data, 

with a root mean square error between 0.196 and 0.325. It 

outperforms traditional models like Gaussian processes, 

bootstrap, and quantile regression in some cases, and may have 

wide applications in physics. 

Keywords— Probabilistic; Forecasting; Univariate; Interval 

INTRODUCTION  

To address the variability of solar energy and facilitate its 
integration, advancements in energy storage, smart grid 
management, and forecasting methods are essential [1]. This 
paper focuses on a new nowcasting method for photovoltaic 
(PV) power generation [2]. While many machine learning 
methods are assessed by accuracy, they often fail to capture 
rapid fluctuations. Advanced nonparametric models may 
overfit or be impractical due to data limitations. In line with 
the "No Free Lunch theorem," this paper introduces a simple, 
nonparametric probabilistic method that predicts both solar 
irradiance and its volatility, capturing trends and rapid 
fluctuations. 

MATERIAL AND METHODS 

Data 

Accurate forecasting for time series with seasonal or cyclic 
behaviors, such as Global Horizontal Irradiance (GHI), 
requires careful analysis and modeling, particularly 
considering its yearly and diurnal cycles [3]. Since the 1960s, 
research on stationary processes and periodic correlation has 
shown the importance of addressing trends in such time series. 
Box and Jenkins formalized this in 1976, proposing a 
decomposition method, particularly useful when seasonality is 
easily identifiable [4]. In solar forecasting, a multiplicative 
approach is typically used, relying on the clear-sky index (κ), 
which normalizes GHI [5] by comparing it to clear-sky GHI 
(GHI_CS), as shown in  κ(t)=GHICS(t)/GHI(t)∈[0,1]. Most 
solar forecasting models are built around κ rather than directly 
on GHI, as it is considered more stable. In this study, GHI 
measurements are taken from Ajaccio, Corsica (41.92N, 
8.74E), which has a Mediterranean climate with an annual 
solar irradiation of 1642 kWh/m² [6]. The study focuses on 
daytime irradiance values, filtering out data where the solar 

zenith angle exceeds 85°, and GHI_CS is calculated using the 
Solis model, which accounts for atmospheric conditions using 
radiative transfer and the Lambert-Beer relation. This paper 
aims to predict GHI volatility and generate prediction 
intervals for time horizons ranging from 1 to 6 hours, using 
data from 2008–2017 for training and 2018 for testing [7]. 
Methods like autoregressive conditional heteroskedasticity 
(ARCH) models, well-established in econometrics, are 
applied here for the first time in GHI prediction for 
photovoltaic energy management. Though ARCH models 
have not been used before in this context due to their 
complexity and assumptions, they offer promising results. In 
line with Occam's razor, simpler forecasting models often 
yield the best accuracy, as noted by previous research. 

Methodology 

The method presented in this paper introduces a new 

formalism for: 

• Predicting conditional volatility using parameters 

such as the return and its standard deviation (see the 

definition below). 

• Generating GHI prediction intervals. 

From the computed clear-sky index (κ) time series, another 

series reporting its intrinsic variability or volatility [8], 

denoted as στ(t), is created, highlighting the concept of 

predictive risk. The standard deviation of the return of κ, 

r(t)=κ(t)−κ(t−1), is computed over sliding windows of size τ  

as follows: 

𝜎𝜏(𝑡) = √
1

𝜏
∑ (𝑟(𝑡 − 𝑖) −

1

𝜏
∑ 𝑟(𝑡 − 𝑛)

𝜏−1

𝑛=0
)
2𝜏−1

𝑖=0
 

This method, using a 30-hour window (τ=30\tau = 30τ=30), 

offers the best performance. Although other definitions of 

volatility exist (e.g., using logarithmic or absolute-value 

norms), this approach is simpler and yields the best results. 

Instead of modeling κ and στ separately, a complex-valued 

time series is constructed as z={κ(t)+jστ(t)}, where j2=−1, and 

modeled using an autoregressive process of order p. This 

approach simplifies the forecasting system by replacing 

separate equations for κ and στ with a single regression.  
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RESULTS 

The primary objective of this paper is to propose a novel 
probabilistic method for forecasting Global Horizontal 
Irradiance (GHI) using a complex-valued approach, denoted 
as the "Compl" method. However, to assess its performance, 
it is essential to compare it with classical forecasting tools 
such as a Gaussian parametric process (Gauss), a non-
parametric bootstrapped process (Boot), and a Ridge quantile 
regression model (Quant). These comparisons are made using 
both deterministic and probabilistic error metrics. The 
deterministic comparison is based on normalized root mean 
square error (nRMSE), while the probabilistic evaluation uses 
metrics such as normalized mean interval length (MIL), 
percentage interval coverage probability (PICP), continuous 
rank probability score (CRPS), and mean scaled interval score 
(MSIS). These metrics are widely recognized in the literature 
for evaluating forecasting models' reliability and accuracy. 
The comparison between the proposed complex-valued 
method (Compl) and traditional methods is summarized in 
Table I [9], which highlights the results for a nominal 
coverage probability of 80% (α=0.2α=0.2). From the table, it 
is evident that the Compl method is highly competitive in 
terms of deterministic forecasting accuracy, with nRMSE 
values nearly identical to those of the other methods across all 
time horizons. However, the most striking advantage of the 
Compl method lies in its probabilistic performance. For 
instance, the MIL, which measures the width of the prediction 
intervals, is significantly reduced for the Compl method 
compared to the others. This reduction in MIL is crucial for 
grid operators seeking to minimize prediction intervals while 
maintaining a high level of coverage probability (PICP). 
Another notable result is that both the Quant and Compl 
methods achieve PICP values very close to the target nominal 
coverage of 80%, unlike the Gauss and Boot methods, which 
either overestimate or underestimate the coverage probability. 
For example, at the 1-hour horizon, the Compl method 
achieves a PICP of 80.01%, while Gauss slightly overpredicts 
at 83.81%, and Boot underperforms at 75.21%. This 
alignment between the nominal and actual coverage 
probabilities demonstrates the robustness of the Compl 
method in probabilistic forecasting. 

 

Table 1 : Models comparison for a nominal coverage probability of 
80% (α = 0.2) 

 

In the case of MIL, the Compl method consistently 
delivers narrower prediction intervals compared to Gauss and 

Quant, particularly at the 1-hour and 2-hour horizons. This 
reduced interval width is valuable for real-time grid 
management, as it provides more precise forecasts with lower 
uncertainty, making the Compl method more suitable for 
operational applications where decision-making depends on 
accurately predicting variability in solar energy generation. 

The distribution of prediction intervals for the Compl 
method at a 1-hour horizon is illustrated. The prediction 
intervals adapt to the variability observed in the past data, 
reflecting the advantage of the complex-valued approach. This 
adaptability highlights the sensitivity of the Compl method to 
changing conditions and its ability to adjust forecast 
uncertainty accordingly [9]. 

To quantify the overall performance of the probabilistic 
forecasts, the CRPS score is used. The CRPS score evaluates 
both reliability and sharpness, making it a robust metric for 
comparing probabilistic and deterministic forecasts. Although 
the Quant method slightly outperforms the Compl method in 
terms of CRPS, the performance of the Compl method 
remains highly competitive and acceptable for practical 
purposes [9]. Furthermore, the MSIS score, which considers 
all forecast horizons within a single metric, shows that the 
Compl method achieves a lower and better score (0.95) 
compared to Gauss and Boot, and is comparable to Quant 
(0.89). In summary, the complex-valued method (Compl) 
proves to be a highly effective probabilistic forecasting tool 
for GHI. Its ability to reduce the prediction interval width 
while maintaining the desired coverage probability makes it 
highly valuable for operational energy management. The 
Compl method performs on par with traditional methods in 
deterministic forecasting (nRMSE) and shows superior results 
in probabilistic metrics such as MIL and MSIS. Given its 
adaptability and low computational requirements, the Compl 
method offers a promising approach for future solar 
forecasting applications in grid management. 

CONCLUSION 

 The objective of this paper is to present a new method for 
predicting GHI that is able to take into account fast 
fluctuations. Often the literature boasts some sophisticated 
approaches, but when focusing on the existing installations, 
one remarks that the highly-developed models yield way to 
simpler methods. Although less effective, they are more 
robust and easier to use. From a practical point of view, a 
``good" method concerns a tool that would be easily usable in 
a stand-alone application (problems of some toolboxes), and 
which doesn't involve a lot of different concepts or data. The 
procedures used for smart management shall be self-sufficient 
and consistent with continuous learning and with some 
eventual detectors failure. It is in this perspective we tested a 
new univariate methodology based on the complex-valued 
time series generated from GHI measurements. With only a 
few parameters (6 complex numbers in the studied case) and 
some basic mathematical operations, this approach makes it 
possible to predict GHI with accuracy compared with classical 
probabilistic and deterministic predictions. This method 
proposes the lowest $MIL$ considering a fixed nominal 
coverage rate (80\%). Once the parameters have been 
estimated and provided that real-time $GHI$ measurements 
are available, a simple spreadsheet can become a tool of 
choice in the management of PV installations.  

The validation of this approach will require many more 
tests by varying time steps, horizons, and forecastability or 
predictability. However, this new forecast methodology is 
simple to implement and may facilitate the integration of 
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renewable energies and improve the management of 
installations using solar radiation as energy sources (smart 
grid, building, district, etc.). Interesting perspectives will be to 
apply it to other kinds of time series (not necessarily in 
connection with renewable energies), to construct the 
imaginary part concerning other variables than volatility 
(residuals, exogenous or ordinal data, etc.), and perhaps adapt 
the method to others predictors kinds (artificial neural 
network, support vector regression, etc.).   
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Abstract—Since the outbreak of the COVID-19 pandemic, 

countries around the world have been affected in more or less 

different ways—economically, medically, and trade-related. 

Global trade production and transportation have been 

hampered by work stoppages and city lockdowns around the 

world, which greatly impact port container throughputs. In a 

period of such turbulence and complexity of change, it is 

important for ports to forecast container throughput to avoid 

unnecessary consumptions, such as labor, yard, machines, and 

vehicles, due to their very expensive cost, while effectively 

utilizing resources to safeguard the environment.  This research 

evaluates various container throughput forecasting models for 

the Ningbo-Zhoushan Port in China during the COVID-19 

pandemic, including the Holt-Winters exponential smoothing 

model, seasonal auto-regressive integrated moving average 

model, multiple linear regression models, and support vector 

regression model. Mean Square Error (MSE) and Akaike 

Information Criterion (AIC) are used as evaluation criteria to 

determine the optimal model. MSE represents the variance of 

the prediction error. It is one of the most used criteria to 

evaluate the performance of forecasting models. The smaller the 

MSE, the better the accuracy of the models. AIC is based on 

information theory, with the aim of selecting the model that best 

explains the data. The optimal model can be determined using 

AIC. The smaller the AIC, the better the model. With the data 

from the Ningbo-Zhoushan Port in China from January 2020 to 

December 2021 during the COVID-19 pandemic, the results 

show that the auto-regressive integrated moving average model 

has the best forecasting performance, followed by the support 

vector regression model. Moreover, this research considers the 

number of COVID-19 new infections as a variable in the 

multivariate forecasting model. The results also reveal that the 

number of COVID-19 new infections has a strong negative 

relationship with the container throughput in Ningbo-Zhoushan 

Port, and it is a significant factor in the prediction model. 

Additionally, a multivariate forecasting model is built up with 

the Ningbo Port Freight Index as an additional predictor. The 

results demonstrate that the Ningbo Port Freight Index has a 

weak positive correlation with Ningbo-Zhoushan Port container 

throughput and is an insignificant predictor in the forecasting 

model. This research demonstrates the importance of re-

evaluating various forecast models for container throughput at 

ports during natural disasters like the COVID-19 pandemic. 

Such reevaluation enables more effective resource utilization at 

ports, thereby contributing to environmental protection efforts. 

Keywords—COVID-19, container throughput, ARIMA, SVR, 

multiple linear regression model  

INTRODUCTION 

Ports are an important component of the global supply 
chain, as most cargoes are transported by sea through ports to 
complete the import/export trade process; thus, port 

construction is important and fundamental to international 
trade and world and national economic development [1]. The 
container throughput of a port reflects the position of the city 
in the international trade market and its economic 
development and influences port planning and development 
[2]. Therefore, container throughput forecasting is beneficial 
for port planning to avoid inefficient scheduling, cargo 
accumulation, and waste of time. In December 2019, COVID-
19 appeared in the world for the first time and made a huge 
impact on almost all aspects of the world, including economy, 
healthcare, tourism, trade, and transport. In times of such 
turbulence and rapid change, effective port planning, such as 
forecasting container throughput at ports, is crucial to prevent 
the unnecessary use of resources. The container throughput 
forecasting models therefore need to be re-evaluated using the 
data from the COVID-19 pandemic and selecting the best 
container throughput forecasting model.  

China was the most severely affected region when the 
COVID-19 outbreak first emerged and implemented the 
strictest measures in the world to prevent and control its 
spread. As a result, China suffered the most from the impact 
of COVID-19, which can be seen in the maritime industry. 
This research examines whether the best forecasting model of 
container throughput at Ningbo Zhoushan Port has changed 
during the COVID-19 period. To quantify the impact of 
COVID-19, we incorporate the number of newly infected 
COVID-19 cases and the Ningbo Port Tariff Index in 
predicting the container throughput at Ningbo Zhoushan Port. 
Two variables representing COVID-19 newly infected people 
and the Ningbo Port Tariff Index are introduced in a multiple 
linear regression model for container throughput. In order to 
select the best forecasting model for the COVID-19 period, 
this research analysis different time series forecasting 
methods, trains four container throughput forecasting models 
at Ningbo Zhoushan Port, and compares their performance 
using key evaluation metrics. 

LITERATURE REVIEW 

Container Throughput Forecasting Methods 

Some scholars utilize multiple univariate benchmark 
models simultaneously to forecast container throughput, 
comparing their performance to identify the optimal model. 
Schulze and Prinz use Holt-Winters exponential smoothing 
and Seasonal Autoregressive Integrated Moving Average 
(SARIMA) models to forecast German container throughput 
for seasonal time series [3]. The two methods are found to be 
equivalent methods from a theoretical point of view, but the 
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SARIMA model provides better forecasts when analysing the 
results [3].  

In contrast, some scholars select a range of relevant 
predictors and use multivariable models to make predictions. 
Tang et al. identify five factors as dependent variables, 
including total retail sales of consumer goods, local urban 
GDP, import and export trade, total output value of secondary 
industry, and total fixed asset investment. They then develop 
four multi-factor-based container throughput forecasting 
models—a grey model, a triple exponential smoothing model, 
a multiple linear regression model, and a back propagation 
neural network model—to forecast the container throughput 
of Lianyungang and Shanghai ports [4]. 

In addition to the various factors related to container 
throughput mentioned above, ACIK states that freight rate is 
a cost metric for shippers and affects the demand for sea 
transport at ports directly; therefore, there is a correlation 
between freight rate and the number of containers handled at 
ports [5]. To investigate the relationship between the container 
freight index and the number of containers handled in Turkish 
ports, ACIK uses the causality in variance approach to identify 
the relationship between the two [5]. The results indicate that 
the fluctuation in freight rates is responsible for the fluctuation 
in the volume of containers handled in Turkey. Therefore, in 
this study, the freight index, which was not used in previous 
studies, was also included as a predictor in the container 
throughput forecasting model for the first time. 

The following studies use both single and multiple 
variable models for forecasting and comparison. Chan, Xu and 
Qi utilize six time series methods, MA, MARS, ARIMA, 
GM(1,1), SVR, and ANN, to forecast the container throughput 
of Ningbo port [2]. Their results show SVR is the best 
forecasting method, and the ARIMA method among the 
traditional regression methods performs better than the other 
three methods. Feng et al. develop an ARIMA model, a linear 
regression model, and a GM (1, 1) model to forecast container 
throughput for the Shanghai, Zhejiang, and Jiangsu of the 
Yangtze River Delta multi-port system [6]. After empirical 
analysis, they conclude that ARIMA has the best forecasting 
effect when the time series is nearly linear [6]. However, when 
the time series is non-linear, the predicted variables need to be 
divided into multiple components and then aggregated; this 

process is called indirect forecasting [6].  

Forecasting Considering the Impact of COVID-19 

Loske develops a linear regression model to examine the 
relationship between the increase in shipment volumes, 
defined as the difference between actual and expected 
shipments, and the impact of COVID-19 [7]. The results show 
a strong positive linear correlation between the growing 
volume of dry goods shipments and new COVID-19 
infections per day in Germany and that the growing volume of 
dry goods shipments in retail logistics is determined by the 
number of new COVID-19 infections per day rather than the 
length of time COVID-19 lasted [7]. They quantify consumer 
behaviour during COVID-19 using the number of new 
confirmed COVID-19 cases as a variable and measure the 
overall impact of the pandemic [7]. Inspired by their work, this 
paper develops multiple variable prediction models using the 
number of COVID-19 new infections per day as a predictor. 
A linear regression model is also formulated to explore the 
impact of COVID-19 on container throughput.  

Previous studies use the data before COVID-19 occurred 
to compare benchmark forecasting methods. In contrast, this 

paper analyses data covering the entire pandemic period, from 
January 2020 to December 2021, to develop several models 
aimed at selecting the optimal container throughput 
forecasting model for the COVID-19 period. 

METHODOLOGY  

Research Method 

Holt-Winters Exponential Smoothing Model: The Holt-

Winters Exponential Smoothing model is one of the 

exponential smoothing methods and is suitable for time series 

with trends and seasonal variations [8]. The Holt-Winters 

Exponential Smoothing method can also be divided into 

additive and multiplicative methods depending on the 

characteristics of the seasonal variation of the time series [8]. 

Time series with fixed seasonal variation use the additive 

method, while time series with incremental seasonal variation 

use the multiplicative method [8]. 

Seasonal Auto-regressive Integrated Moving Average 

Model: The ARIMA model is proposed by Box and Jenkins, 

also known as the Box-Jenkins model, and is formed by the 

combination of an autoregressive (AR) and moving average 

(MA) process with the same degree of integration [9]. 

ARIMA models can be divided into non-seasonal general 

ARIMA models and seasonal SARIMA models [9]. The 

SARIMA model is used for time series with trend, 

seasonality, and short-time correlation [10]. The time series 

in this paper meets their conditions, and therefore the 

SARIMA model is used.  

Multiple Linear Regression Model: Multiple linear 

regression models are often used to explain the relationship 

between several independent explanatory variables and a 

dependent variable and can also be applied to predict the 

dependent variable [11]. This paper uses the Multiple Linear 

Regression Model to examine the relationship between 

COVID-19 and the freight rate index with the container 

throughput and their impact on the container throughput 

forecasting model, while taking the COVID-19 factor into 

account in the container throughput forecasting model 

simultaneously.  

Support Vector Regression Model: Support vector 

regression (SVR) is a machine learning model that uses 

observed data to estimate functions and is commonly used to 

solve regression problems for time series forecasting [12], 

specifically by mapping the input data x into a high-

dimensional feature space F through a non-linear mapping 

and generating and solving linear regression problems in this 

feature space [13]. As SVR has better predictive performance 

compared to other methods [14], it is also selected for 

comparative study in this paper. 

Data collection 

The time period for data collection in this paper spans from 
January 2020 to December 2021. Cross-sectionally, 24 
monthly data sets are used in this study. Vertically, this study 
collects data on five variables: the monthly container 
throughput of Ningbo Zhoushan Port (CT), the container 
freight index of Ningbo Zhoushan Port (NCFI), the number of 
new COVID-19 infections per month in China (CN), the total 
retail sales of consumer goods (TRSCG), and the import and 
export trade (IETV).  
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Criteria for Evaluating Forecasting Models 

To evaluate the forecasting model and select a better 
model, the following evaluation criteria are used: Mean square 
error (MSE) and Akaike information criterion (AIC). Mean 
square error is the variance of the prediction error, which is 
one of the commonly used criteria to evaluate the forecasting 
performance of a model. The smaller the MSE, the smaller the 
prediction error, and the better the accuracy of the model. The 
AIC can be used for model selection, and the optimal model 
can be determined based on the criterion that the smaller the 
AIC, the better [15]. 

RESULTS AND ANALYSIS  

Holt-Winters Exponential Smoothing Method 

After analyzing the time series plot of container 
throughput data from Ningbo Zhoushan Port, it is found that 
the time series show an upward trending and variability 
constant seasonality, so it was decided to use the additive 
seasonal method. Then, the data is pre-processed, power 
transformed, and logarithmically transformed to produce six 
sets of data with different processes. Furthermore, the model 
is trained using the holt-winter additive seasonality method for 
the six data sets. However, as the time period of the selected 
data was not long enough to potentially affect the judgment of 
the time series characteristics, the holt-winter multiplicative 
method is used for comparison. The results yield better 
forecasts using holt-winter additive method, with smaller 
MSE values for all additive models. The results of the model 
using the additive method are shown in Table 1.  

Table 1: The Mean Squared Error Values for Each Model of the 

Holt-winters Exponential Smoothing Method 

Models 

Mean 

Squared 

Error 

Model 1 (power-transformation) 127.02 

Model 2 (original) 108.01 

Model 3 (logarithmic transformation) 152.93 

Model 4 (power-transformation and calendar adjustment) 265.17 

Model 5 (original data with calendar adjustment) 151.95 

Model 6 (logarithmic transformation and calendar 

adjustment) 

1204.95 

 

We conclude that the use of the original data, i.e., data not 
subject to transformation and calendar adjustment, produced 
the best forecasting model with a minimum MSE value of 
108.00752. 

Seasonal Auto-regressive Integrated Moving Average Model 

Because the time series has seasonality and a period of 12 
months, the parameter s=12. As well as the fact that a seasonal 
differencing and a first-order differencing are done before 
obtaining a stationary time series and the MA (1) model is 
selected, so the parameters of the SARIMA model chosen are: 
p=0, d=1, q=1, P=0, D=1 and Q=1. In summary, the model 
chosen was SARIMA (0, 1, 1) x (0, 1, 1) x 12. 

The fitted and predicted results of the SARIMA (0, 1, 1) x 
(0, 1, 1) x 12 model show an AIC of 105.031 and an MSE of 
119.98. The model also passed the Ljung-Box test, as the p-
value for the Q-statistic is 0.28, which is greater than 0.05. 
Moreover, the distribution of the residuals of the model is 
normal, and the DW test value is 1.97, very close to 2, 

indicating that the residuals are not correlated, and the model 
has good predictive performance. 

Other models with different parameter combinations of p, 
d, q, P, D, and Q values are tested to find a better model, and 
the model with the lowest AIC is selected. We also discover 
that the SARIMA (1, 1, 1) x (0, 1, 0) x12 model has the 
smallest AIC of 100.76, which is smaller than the AIC of the 
initially selected model. At the same time, the MSE of the 
model was 71.68, which was also much smaller than 119.98. 
The p-value of the Q-statistic of the model is 0.98 greater than 
0.05, which passed the Ljung-Box test. Furthermore, the 
residual distribution of the model is a normal distribution, and 
the DW test value is 1.95, which is very close to 2, illustrating 
that the residuals are not correlated. From the above 
demonstration, it follows that SARIMA (1, 1, 1) (0, 1, 0)12 is 
also a valid forecasting model. In summary, SARIMA (1, 1, 
1) (0, 1, 0)12 is the optimal ARIMA model. 

Multiple Linear Regression Model 

A preliminary analysis of the data is conducted to observe 
the correlations between the variables and the results are 
shown in Table 2. The variable of the number of new COVID-
19 infections has the strongest correlation with container 
throughput. The correlations between the remaining three 
explanatory variables and the dependent variable are all weak, 
with TRSCG having the weakest correlation. 

Table 2: Correlation Coefficients between CT and NCFI, CN, 

IETV and TRSCG 

 CT NCFI CN IETV TRSCG 

C

T 

1.000000       0.236082 -0.648831 0.455789 0.203945 

N

C

F

I 

0.236082     1.000000 -0.220210 0.842593   0.285776 

C

N 

-0.648831      -0.220210 1.000000 -0.424063 -0.620035 

I

E

T

V 

0.455789      0.842593 -0.424063 1.000000 0.471721 

T

R

S

C

G 

0.203945       0.285776 -0.620035 0.471721 1.000000 

 

From the results of the forecasting using exponential 
smoothing in A, the best forecasts are obtained using the 
original data, and thus a linear regression model is fitted using 
the original time series. 

Table 3: The Mean Square Error of Three Multiple Linear 

Regression Forecasting Models 

Models Mean Squared Error 

Model 1 557.20 

Model 2 (11 additional monthly indicator 
variables) 

818.45 

Model 3 (11 additional monthly indicator 

variables + time-related Variables) 

5781.33 

 

A multiple linear regression model fitted with the initial 
four independent variables provides the best predictions, 
which is better than the models fitted with 11 additional 
monthly indicator variables and time-dependent explanatory 
variables. 
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Support Vector Regression Model 

We select four kernel functions: linear, radial basis 
function, poly, and sigmoid, and manually enter different 
parameters to fit the SVR model. In addition, a grid search 
method and k-fold cross-validation are used, with cv set to 8, 
to automatically select out the parameter combinations for the 
model with the smallest MSE. However, using the linear 
kernel function, and a C setting of 1000, the MSE is the 
lowest, at 93.19, and the optimal SVR model is obtained. 

We also want to test whether the additional two variables, 
the number of new COVID-19 infections and the Ningbo port 
freight index, can improve the prediction accuracy of the SVR 
model. Training the prediction model with the same 
combination of kernel functions and parameters and a dataset 
without the two additional predictors yields an MSE of 
254.45. Then, adding the two variables, namely the number of 
COVID-19 new infections and the Ningbo port freight index, 
respectively, to train the prediction model, the MSEs obtained 
were 192.51 and 121.55, respectively. 

The results show that the use of two variables, the number 
of COVID-19 new infections and the Ningbo Port Freight 
Index model, are both effective in improving the accuracy of 
the prediction for the SVR prediction model. 

DISCUSSION  

The Optimal Forecasting Model 

 

Table 4: The Mean Square Error of Four Forecasting 

Models 

Model Mean Squared Error 

Holt-Winters Exponential Smoothing Method 108.01 

Seasonal Auto-regressive Integrated Moving 

Average Model 

71.68 

Multiple Linear Regression Model 557.20 

Support Vector Regression Model 93.19 

 

The SARIMA model has the smallest MSE and RMSE 
and therefore has the best forecasting performance, followed 
by the SVR model. The Holt-Winters model ranks third in 
terms of forecasting performance, while the multiple linear 
regression model has the worst prediction performance. 

This study finds that the SARIMA model has a higher 
prediction accuracy than the SVR model for the period in 
which Covid-19 occurred, in contrast to the findings in [2] 
which indicate that the SVR model had the best predictive 
performance and better predictive performance than the 
ARIMA model. In this study, the data is selected for a short 
period of time, a total of 24 months of monthly data, with a 
small total sample size, and the SARIMA model is better at 
forecasting with a small sample size. On the other hand, the 
use of machine learning models needs to consider the quantity 
of the study sample and cannot be used arbitrarily [2]. The 
SVR model performs better and may outperform the ARIMA 
model when the data of the study sample has to be large 
enough [16]. Also, the time series of container throughput in 
this study has seasonal fluctuations, and the SARIMA model 
is better at predicting seasonal time series. 

The reason why the SVR model does not perform as well 
as the ARIMA model may be that the optimal 
hyperparameters are not well tuned, i.e., the combination of 
parameters that gives the best predictive performance is not 

used, which is a common problem with other machine 
learning models [16]. This is because the model cannot try all 
combinations of parameters and only tests the best-performing 
combination out of the potential possible combinations of 
parameters provided. Although this study uses manual input 
adjustment, grid search cross-validation methods, and random 
search methods and provides as wide a range of available 
choices for each type of parameter as possible, it is still 
possible to miss the best combination of parameters. 

The Significance of the Number of New Covid-19 Infections 

on Container Throughput 

The number of new COVID-19 infections has the 
strongest correlation with container throughput and a strong 
negative impact on container throughput. Moreover, the 
number of new COVID-19 infections can can significantly 
improve the forecasting accuracy of the SVR forecasting 
model. It indicates that this variable has a significant impact 
on the container throughput forecasting model, which is 
beneficial for training the container throughput forecasting 
model and improving the forecasting accuracy, rather than 
being an irrelevant variable.  

The Significance of the Freight Rate Index for Container 

Throughput 

This study finds that the Ningbo Port Freight Index is 
weakly correlated with the container throughput of Ningbo 
Zhoushan Port. In the multiple linear regression model, the 
Ningbo Port Freight Index has essentially no effect on the 
container throughput of Ningbo Zhoushan Port. However, the 
Ningbo Port Tariff Index can significantly reduce the MSE of 
the SVR model and effectively improve the forecasting 
accuracy of the SVR forecasting model. In summary, port 
container freight rates affect container traffic, and there is a 
relationship between the freight rate index and container 
throughput [5]. However, the freight index may not always be 
significant in the container throughput forecasting model, and 
the impact on container throughput may not be as great as 
expected.  

The Significance of the Remaining Predictors for Container 

Throughput 

The findings from the research by Tang, Xu and Gao  
regarding an optimal model based on multi-factor container 
throughput forecasting differ from the conclusions mentioned 
above [4]. The predictors the total retail sales and the import 
and export trade in their work are highly correlated with both 
the Shanghai port and the Lianyungang port, while our study 
finds that the correlation between these two predictors and the 
Ningbo Zhoushan port is weak, which is not beneficial for 
training a multiple linear regression forecasting model and 
improving the accuracy of the forecasts. 

CONCLUSION 

Main Finding 

1) The best forecasting model for container throughput at 

Ningbo Zhoushan Port during the COVID-19 pandemic 

is influenced by COVID-19. It is changed from the 

SVR model derived from previous literature studies to 

the SARIMA model in this paper. 

2) It is feasible to quantify the influencing factor of covid-

19 as the number of new covid-19 infections, and the 

number of new covid-19 infections is meaningful for 

the study of container throughput at Ningbo Zhoushan 

Port. In the forecasting model, the number of new 
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COVID-19 infections has a significant negative impact 

on container throughput in Ningbo Zhoushan Port. 

3) Ningbo Port Tariff Index as an explanatory variable 

added to the container throughput forecasting model of 

Ningbo Zhoushan Port is insignificant. This indicates 

that the Ningbo Port Tariff Index basically has a very 

weak and arguably no effect on container throughput.  

Limitation of Research 

1) Data inadequacy: The data set collected in this study is 

only for the last two years with a total of 24 months of 

data, which is not a long time, and the sample size is not 

large enough. 

2) This paper uses only some of the commonly used and 

well predicted benchmark methods for time series 

forecasting, without further specific adjustments to each 

model or hybrid model. Adjustments or hybridization of 

the models may improve the forecasting accuracy of the 

models.  

3) Insufficient number of comparison models. 

4) Predictors are not comprehensive enough.  

5) The lack of comparison with other forecasting models for 

container throughput in the COVID-19 period.  

6) Other predictors were not significant enough. 

Recommendation for Future Research  

1) When there is a global or widespread pandemic of an 

infectious disease, and the impact of the disaster needs to 

be investigated, an attempt can be made to quantify the 

impact of the disaster by using the number of new 

infections as an impact variable. 

2) The container throughput forecasting model used in this 

paper can be optimized and adjusted. 

3) Future research can consider excluding the freight index 

as a predictor and adding more variables related to the 

container throughput of Ningbo Zhoushan Port but 

belonging to different aspects as predictors in the 

forecasting model in order to improve the forecasting 

accuracy. 
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Abstract— Biodiesel is an alternative fuel that could be 

produced from food waste. Spent coffee grounds (SCGs), solid 

food waste generated from the coffee industry, are promising 

feedstock for biodiesel production because they have high lipid 

content. Applying ethanol as an extracting solvent and a 

reactant creates an environmentally friendly route for biodiesel 

production from SCGs since it reduces the chemical 

consumption in the process. Furthermore, biodiesel production 

in a supercritical state simplified the process by not involving 

any chemicals except ethanol. However, the study on the 

economic feasibility of biodiesel production from SCGs with 

ethanolic extraction and supercritical ethanol 

transesterification, called EE-SET hereafter, is still deficient. 

This research focused on techno-economic analysis (TEA) and 

life cycle assessment (LCA) of biodiesel production from SCGs 

by EE-SET process. The computer simulation was used to 

design the production line and calculated the data for evaluating 

the viability of the process. LCA was applied to understand the 

impact on the environment generated by the EE-SET process. 

The TEA results showed that using the EE-SET process reduced 

the production cost. Since the obtained coffee oil-ethanol 

mixture from the extraction unit was straight-fed into the 

reacting unit, the evaporating unit was eliminated. LCA results 

showed that the distillation unit generated the highest 

environmental impact because of the CO2 emission, while the 

drying unit had the lowest environmental impact. This study 

indicated that using TEA and LCA as evaluation tools could 

help develop biodiesel production from SCGs through the EE-

SET process, making it more economically viable and 

environmentally responsible. 

Keywords—biodiesel, ethanolic extraction, spent coffee 

grounds, supercritical ethanol, economic analysis 

INTRODUCTION 

For three reasons, SCGs have been demonstrated as a 
promising feedstock for biodiesel production. First, the 
number of SCGs increases worldwide yearly due to the high 
growth of the coffee industry. Second, SCGs have a high lipid 
content of approximately 20% on a dried basis. Third, the fatty 
acid profile of SCGs is similar to plant oils such as palm and 
rapeseed oils. The utilization of SCGs as biodiesel feedstock 

can simultaneously reduce the amounts of waste and generate 
renewable energy for coffee processing plants. 

In our previous work, ethanol was used to extract solvent 
and reactant to produce biodiesel from SCGs under 
supercritical conditions [1]. This EE-SET process 
significantly consumes less energy because the solvent 
removal step is eliminated. After ethanolic extraction, coffee 
oil-ethanol can directly feed into the supercritical reactor. This 
work aims to estimate the EE-SET process's economic 
feasibility and environmental impact using TEA and LCA, 
respectively. 

METHODOLOGY 

Process Description 

The process flow diagram is shown in Figure 1. Fresh 
SCGs, with moisture content at 58.69 wt% as observed in our 
previous experiments [1], were fed to the dryer to remove the 
excess water from the SCGs and to obtain dried SCGs 
(DSCGs). To extract coffee oil from dried SCGs, ethanol was 
fed to the extractor along with dried SCGs. Ethanolic 
extracted coffee oil (MIX) contained 20 wt% of coffee oil. 
Defatted SCGs were considered solid waste. Then, the 
ethanol-coffee oil mixture was fed to a high-pressure pump to 
increase the mixture pressure to 15 MPa. The high-pressure 
mixture (HP-MIX) was transferred through a heat exchanger, 
and the mix was preheated before entering the reaction unit. A 
supercritical reactor was employed, and the reaction 
conditions were set at 350 ºC and 15 MPa without any catalyst. 
Before the ethanol-coffee oil mixture was fed into the reactor, 
the molar ratio was set to 30:1. The product line (HP-HT-
PROD) consisting of biodiesel, glycerol, and excess ethanol 
was sent to the heat exchanger as a heating source for pre-
heating the ethanol-coffee oil mixture (HP-MIX) of the next 
batch and cooling down product line (HP-LT-PROD). The 
throttling valve relieved the product line pressure to 
atmospheric pressure (LP-LT-PROD) before feeding the 
product to the distillation unit to remove the excess ethanol. 
The excess ethanol was recycled to the extraction unit. The 
final product was separated into biodiesel and glycerol in the 
separation unit. 
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Process simulation 

Aspen Plus® V12 simulated the biodiesel production 
process from SCGs by EE-SET process. Proximate and 
ultimate analysis of SCGs were defined [2] and SCGs was set 
as the non-conventional component. HCOALGEN and 
DCOALIGT were used as the enthalpy and density models of 
the feedstock. Extracted coffee oil was assumed to be triolein 
(C57H98O6), the primary fatty acid in coffee oil extracted 
from SCGs [3]. The biodiesel production capacity was set at 
1,000 tons per year as the main product. The thermodynamic 
model was UNIQUAC, which is suitable for 
transesterification reactions involving two liquid phases. The 
process simulation used ethyl linoleate (C20H36O2) to 
represent a biodiesel product. The reaction temperature and 
pressure were based on conditions from our previous work 
(Supang, Ngamprasertsith, Sakdasri, & Sawangkeaw, 2024). 
The equipment size, utility usage, and material balance in the 
production were used to validate the economic feasibility of 
the process. 

Techno-economic analysis (TEA) 

Economic analysis was conducted to assess the feasibility 
of biodiesel production by the EE-SET process from SCGs. 
The project life plan was assumed to be 20 years. The 
production plant is located in Chumphon province, Thailand's 
largest coffee production province. The cost of equipment in 
process was estimated by the MS-Excel add-in program 
CAPCOST. The chemical engineering plant cost index 
(CEPCI) was applied to adjust the estimated cost for inflation 
and time variation, making the cost estimates more realistic 
and current. This adjustment was made using Equation (1), 
where CCurrent and CBase represent the estimated equipment 
costs at the present time and at the reference time, 
respectively. CEPCICurrent and CEPCIBase are the cost index for 
present and reference time, respectively. The CAPCOST add-
in program was used to estimate the equipment cost based on 
price in 2017, of which CEPCI was 567.5. As of February 
2024, the CEPCI present time was 800.9, which was used to 
update the cost estimates. 

CCurrent = CBase(
CEPCICurrent

CEPCIBase

) (1) 

The total cost of production (TPC) was calculated using 
methods described by Turton et al. [4]. TPC was the 
summation of direct manufacturing cost, the production fixed 

cost, and the general manufacturing expenses. The project's 
cash flow was used to calculate the net present value (NPV), 
which determined the project's profitability as represented in 
Equation (2), where t was the operating year of the project. Rt 
was the summation of inflows and outflows during each year 
of the project, while i was the discount rate, and N was the 
number of project life plans. 

NPV = ∑
Rt

(1+i)t

N

t=0

 (2) 

Internal rate of return (IRR) was used to estimate the 
project's discount rate, which made NPV equal to zero. 
Equation (3) shows the calculation of IRR, where T is the total 
project life plan, t is the number of periods, Ct represents the 
net cash flow during the period t, and C0 represents the total 
initial investment costs. 

NPV = 0 = ∑
Ct

(1+IRR)t
- C0

T

t=1

 (3) 

Life cycle assessment (LCA) 

LCA aims to assess and compare the environmental 
impact of utilizing SCGs as feedstock for biodiesel 
production. The system boundaries excluded the construction 
of the plant, equipment, infrastructure, transportation 
activities, and coffee brewing, as SCGs were considered non-
hazardous waste. This study assessed a cradle-to-cradle life 
cycle. The functional unit (FU) used for evaluation was the 
production of 1 ton of biodiesel.  

For the life cycle inventory (LCI) in Table 2 and life cycle 
impact assessment (LCA), materials, chemicals, water supply, 
electricity, resources, and emissions were collected from 
scientific literature and received from the Ecoinvent 3.4 
database (Ecoinvent, Zurich, Switzerland). The standard LCA 
approach was carried out using the IMPACT 2002+ method 
and then analyzed by the Simapro version 8.0.5 software (PRé 
Consultants B.V. Netherlands). Mid-point and end-point 
categories were employed for interpretation. 

RESULT AND DISCUSSION 

Techno-economic analysis 

According to Figure 1, the process simulation of EE-SET 
showed that the process reduced the complexity of the 
production plant when compared to the conventional biodiesel 
production plant. Applying supercritical ethanol can eliminate 
catalyst usage and reduce production costs. Additionally, a 
purification unit is not required in the EE-SET process, as the 
only contaminant in the product stream is ethanol. This allows 
the product to be sent directly to the distillation unit for 
ethanol recovery. 

 

Figure 1: Process Flow Diagram of EE-SET Process 



Proceedings of the International Conference on "Energy, Sustainability and Climate Crisis" 2024  

ESCC 2024, Corfu, Greece, August 26 - 30, 2024 

ISBN: 978-618-5765-04-0 

ISSN 3057-4269 28 ESCC 2024 

 Figure 2 shows the total direct manufacturing cost for each 
category. The results revealed that total labor cost was the 
most influential factor in manufacturing costs. However, the 
total labor cost is difficult to adjust because laws and 
regulations, minimum wages, process safety, and plant 
location influence it. On the other hand, the second contributor 
was the waste treatment cost, around 0.17 million dollars per 
year, or 23% of the total cost. Defatted SCGs were the only 
waste generated in the process. It was treated as non-
hazardous waste and cost 36 dollars per ton, according to 
Turton et al. [4]. Although the treatment cost of non-hazardous 
waste is cheap, the amount of solid waste generated from EE-
SET was significant compared to the amount of the biodiesel 
product. The results also show that the high cost required in 
waste treatment and the labor cost affect the gross profit of the 
project. As illustrated in Table 1, the NPV and IRR of the 
project show a negative result at 0.75 million dollars and 12%, 
respectively. The result indicated that the project could profit 
from the plant within the project life plan. 

Table 1: Fixed capital cost, total raw material cost  

Item $USD 

Fixed capital cost  477,576  

Direct manufacturing cost  

Raw material  

- SCG  1,170  

- Ethanol  78,729  

Total raw material  79,899  

Waste treatment  174,425  

Utility cost  71,609  

Operating labor  263,774  

Chemical labor  47,479  

Maintenance and repair  28,655  

Operating supplies  4,298  

Laboratory change  39,566  

Patents and royalties  36,293  

Total direct manufacturing costs  745,999  

Fixed cost  

- Plant overhead  203,945  

- Taxes & insurance  15,282  

Total fix cost  219,227  

General Manufacturing expense  

- Administration costs  50,986  

- Distribution and selling cost  133,075  

- Research and development  60,489  

Total general Manufacturing expenses costs  244,550  

Total production cost (COM)  1,209,776  

Revenue from Biodisel  1,199,681  

Net annual profit (10,095) 

Net Present Value in 20 Years (746,925) 

Internal return rate (IRR) - 12% 

 Life-cycle assessment 

Table 2 shows materials and energy balance in biodiesel 
production via the EE-SET process. Those values were 
normalized to calculate the life-cycle inventory (LCI) based 
on 1 ton of biodiesel production before estimating the 
environmental impacts, as shown in Figure 3. 

Table 2: Inventory data for biodiesel production by using the EE-

SET process based on a production capacity of 2.94 tons/day 
Phase Value Unit/day 

Input   

1. Drying    

SCGs (58.69 wt%) 33.80 ton 

Electricity of dryer 610.64 kWh 

2. Ethanolic extraction   

Ethanol a 0.45 ton 

3. Heat exchanger     

Electricity of high-pressure pump 2.82 kWh 

4. Supercritical extraction    

Electricity of reactor  5.84 kWh 

5. Distillation    

Electricity of condenser 97.35 kWh 

Electricity of reboiler 109.02 kWh 

6. Separator    

Electricity of separator 2.27 kWh 

Output   

1. Product    

Biodiesel 2.94 ton 

2. By-product   

Glycerol 0.29 ton 

3. Waste treatment   

DFSCGs   14.00 ton 
a  Calculated based on ethanol make-up and initial in the system  

The estimated environmental performance in all impact 
categories of the EE-SET process at mid-point analysis is 
shown in Figures 3A and 3B. The sanitary landfill of DFSCGs 
had the most impact in most mid-point categories, especially 
in aquatic ecotoxicity at the value of 1.2 × 105 kg of 
triethylene glycol into water-eq. Moreover, the results 
indicated that the number of DFSCGs caused a higher impact 
than the electricity usage from all unit operations, including 
the dryer, pump, and reactor in the mid-point impact category. 
The comparison of the mid-point environmental performance 
between EE-SET and the conventional biodiesel production 
process is presented in Figures 3A and 3B. For traditional 
biodiesel production, the computer simulation used palm oil 
and methanol as feedstock to represent Thailand's 
commercialized biodiesel production plant. EE-SET impacted 
the environment less than conventional biodiesel production 
in almost all categories except aquatic ecotoxicity.  

 

Figure 2: Distribution of Total Manufacturing Cost 



Proceedings of the International Conference on "Energy, Sustainability and Climate Crisis" 2024  

ESCC 2024, Corfu, Greece, August 26 - 30, 2024 

ISBN: 978-618-5765-04-0 

ISSN 3057-4269 29 ESCC 2024 

Similar to the mid-point analysis of EE-SET, the large 
amount of defatted SCGs greatly impacted the environment. 
Although DFSCGs were defined as non-hazardous waste, the 
amount of generated DFSCGs in EE-SET was significantly 
higher than solid wastes generated from the conventional 
biodiesel production from palm oil. Furthermore, direct 
landfill SCGs emit greenhouse gases, mainly methane, 
contributing around 95% of the total impact compared to the 
other greenhouse gases [5]. Nonetheless, using SCGs as 
feedstock for biodiesel production is a valuable route for 
reducing the environmental impact than direct landfill [5], but 
at the end-point analysis of EE-SET (Figure 3C) indicated that 
DFSCGs still had the most effect on climate change because 
the amount of greenhouse gas released from DFSCGs 
landfilled. Therefore, to reduce the impact of the EE-SET 
process on environmental performance, the utilization of 
DFSCGs is necessary. For example, DFSCGs could be sold as 
solid fuel or used as feedstock for thermo-conversion 
processes such as combustion and gasification to generate 
surplus energy [6]. 

A 

 
B 

 
C 

 
 

Figure 3: Environmental Impacts of 1 Ton of Biodiesel (A and 

B: midpoint categories, and C: endpoint categories) 

CONCLUSION 

This study successfully applied computer simulation using 
Aspen Plus V12, along with techno-economic analysis (TEA) 
and life cycle assessment (LCA), to evaluate biodiesel 
production from SCGs via the EE-SET process. Material and 
energy balances generated from the simulation were 
incorporated into the TEA and LCA to assess the profitability 
and sustainability of the proposed process. The TEA results 
indicated that the EE-SET process for biodiesel production 
from SCGs is currently unprofitable, as waste management 
costs account for over 23% of total manufacturing expenses. 
Furthermore, the LCA revealed significant environmental 
impacts, primarily due to the disposal of defatted SCGs 
(DSFSCGs) in sanitary landfills, which emits large amounts 
of greenhouse gases, particularly methane. A promising 
solution to reduce waste management costs is to sell defatted 
SCGs as solid fuel by adding a pelletizing machine or using 
defatted SCGs as a heating source in a boiler integrated into 
the EE-SET process. Both LCA and TEA will need to be 
recalculated in future studies once these additional unit 
operations are incorporated. 
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Abstract— The urgent need to reduce greenhouse gas 

emissions holds significant social and scientific importance. 

Today, one of the main contributors to climate change is the 

energy sector, with the fossil fuels combustion accounting for 

approximately 65% of the total anthropogenic GHGs globally. 

The present study discusses the fabrication of a membrane gas 

separation system as an innovative technology for post-

combustion CO2 capture from flue gases, in order to both 

control the CO2 emissions of the exhaust gases and 

simultaneously reuse the captured CO2 for energy production 

via methanation, able to be installed and distributed to the 

natural gas grid or fabricated and distributed to remote areas. 

Membrane gas separation is an innovative technology for 

capturing CO2 from flue gases in electricity production units 

like PPC and commercially available polymeric membranes can 

enhance CO2 capture of such production capacities. This 

separation method involves the use of specialized membranes 

that selectively allow CO2 to pass through while retaining other 

gases, such as nitrogen and oxygen, from the flue gas stream. 

Membrane-based CO2 capture offers several advantages, 

including a smaller footprint, lower energy consumption, easy 

scalability, and integration with existing facilities. The 

separation process operates by pressurizing the flue gases and 

directing them into the membrane, where the CO2 permeates 

through the fibers, leaving behind a concentrated N2 stream. 

The permeate stream can then be captured and utilized or 

stored, contributing to the reduction of greenhouse gas 

emissions. The target is to obtain high concentrations of CO2 

reaching up to 95%. For this purpose, the process conditions of 

the flue gas stream separation are first simulated in lab scale for 

the N2 and CO2 synthetic mixture in 1- and multiple stage 

configuration, and their validation of the system conditions will 

follow during its fully operation at the premises of the Agios 

Dimitrios V, PPC Power Plant, which is located at Ptolemaida 

Mines, for a sufficient period of time in order to optimize the 

processes. 

Keywords— post-combustion CO2 Capture; Greenhouse 

Gases (GHG); Polyimide membrane; Flue Gas; Membrane Gas 

Separation. 

 

Abbreviations and Acronyms 

CCU – Carbon Capture and Utilization  

GHG – Greenhouse Gas  

HF – Hollow Fiber 

PI – Polyimide  

PLC – Programmable Logic Controller 

PPC – Public Power Cooperation 

INTRODUCTION  

In the recent years, there is an urgent need to reduce 

Greenhouse Gas emissions (GHG). Today, one of the main 

contributors to climate change is the energy sector, with fossil 

fuels combustion accounting for approximately 65% of the 

total anthropogenic GHGs globally. Carbon Capture and 

Utilization (CCU) represents the total of technologies able to 

capture carbon at point sources of directly from air and use it 

to produce essential products, leading to emissions’ reduction, 

and eliminating the need of using virgin fossil feedstock [1]. 

CO2 captured from processes as a by-product, can be valorized 

into various products important for the Oil and Gas industry. 

Modern facilities that produce biomethane include and take 

advantage of carbon capture and reuse. CO2 derived from 

biogas upgrading is one of the most sustainable sources of 

biogenic CO2. Likely, post-combustion CO2 separation of 

energy production units is vital, in terms of sustainable 

management. Polyimide (PI) membranes have been employed 

for CO2 separation as an effective and low-cost method with a 

high potential of larger-scale applications [2]. This study 

includes the evaluation of a PI module, regarding the 

mailto:peleka@chem.auth.gr
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successful CO2 / N2 separation of flue gas mixtures, for future 

utilization biogenic CO2 feed in biological methanation.  

In biomethanation, biogenic CO2 reacts with hydrogen for 

CH4 production, according to the equation:    

                    4H2 + CO2 →  CH4 + 2H2O                  (1) 

 

EXPERIMENTAL 

Preliminary evaluation of the 1 – stage membrane 

separation application. 

Before the startup and the initial operation of the 

membrane separation apparatus, preliminary experimental 

tests were carried out in a one-stage configuration membrane 

unit, employing a 1-stage membrane module UBE CO-

0302SES. The binary gas separation experiments have been 

performed in a laboratory-scale unit, specially designed for this 

application. The experimental membrane separation unit 

involves the study of a single stage separation system, which is 

comprised of: the polymeric membrane module, a mass flow 

and separation pressure control system using the Genie 

Runtime Software©, a back pressure regulator (Brooks) to 

maintain the separation pressure, mass flow meters (Aalborg) 

connected at every gas stream of the process and a gas analyzer 

for the efficient output streams’ analysis in terms of % CO2 

purity. 

The hollow fiber (HF) polyimide module which is used for 

the CO2 separation was fabricated by UBE, CO-0302SES and 

is the smallest-area UBE CO2 Separator with 1inch diameter 

(body part) and 380mm length, suitable for lab scale testing 

(Fig. 1).  

  

Figure 1 UBE CO-0302SES membrane module for CO2 

separation. 

The certain membrane module can handle up to 10L/min 

of inlet gas for efficient separation, meeting comprehensive 

requests for lab scale tests. More information on the PI 

membrane characteristics and operating condition is available 

at Table 1 below. 

Table 1: Separation Conditions of the PI Membrane Module 

Separation Conditions 

Max. Pressure 10 barG 

Max. Temperature 60 oC 

Feed Gas Temperature 5 - 60 oC 

Feed gas oil content ≤ 0.01 mgf/Nm3(0.008 ppm w/w) 

Feed gas relative humidity ≤ 80 % 

Feed gas particle size ≤ 0.01 μm 

The feed gas is delivered by 2 gas cylinders of 99.99% purity 

(Allertec, Air Liquide). The initial gas feed is simulating the 

% volumetric flue gas composition (equal to 10 – 15% CO2 

and 85 – 90% N2), according to information provided by PPC 

S.A. and existing bibliography, regarding coal-fired Power 

Plants. Furthermore, separation test have been also conducted 

for the separation of lower – N2 compositions (e.g. 60% N2 – 

40% CO2) 

 In particular, during the separation tests, pressure and 

mass flow measurements were conducted, while the % CO2 

purity and recovery were evaluated in the product gas 

(permeate stream). 

Operation of the pilot scale 2- stage membrane separation 

system  

The pilot-scale system fabrication is based on the findings 

of the single stage results: the connection of more membrane 

modules can lead to higher CO2 purities, by re-entering the 

permeate stream at a 2nd stage after necessary compression to 

the desired separation pressure [3]. The addition of 

compressors and more stages may increase the total energy 

consumption of the system, and different multistage 

configurations have been tested and evaluated lately to 

achieve lower energy consumptions for high membrane – gas 

contact area [4].  

The CO2 – capture setup that was evaluated during 

operation, consists of 4 identical membrane modules, CO-

0302SES fabricated by UBE (as described at the single stage 

configuration) arranged in 2 stages: The first stage includes 3 

membrane modules and the 2nd stage 1 membrane module. 

The preliminary study, which includes the results presented 

in this paper, was performed at the Chemical Engineering A’ 

Laboratory of Aristotle University of Thessaloniki, where the 

separation of CO2 / N2 binary gas mixtures was investigated 

in the pilot-scale membrane separation setup. % CO2 purity 

and recovery were studied in different conditions and 

compared to already existing results, in order to optimize the 

CO2 separation system operation. 

The 2-stage membrane configuration, employing 4 

polyimide hollow fiber (HF) membrane modules (3 at the 1st 

stage and 1 at the 2nd stage) with recirculation of the 2nd 

retentate stream is presented in Fig. 2. In total, the separation 

apparatus (as shown in Fig. 2) has dimensions of 1.80 x 3.0 

(m).   

 



Proceedings of the International Conference on "Energy, Sustainability and Climate Crisis" 2024  

ESCC 2024, Corfu, Greece, August 26 - 30, 2024 

ISBN: 978-618-5765-04-0 

ISSN 3057-4269 32 ESCC 2024 

Figure 2 Membrane separation setup for CO2 / N2 separation 

In this multistage application, the control of the 

process was performed through a Programmable Logic 

Controller (PLC). The total system consists of different 

instruments for control and measurement of the separation 

characteristics and conditions. Fig. 3 and Fig. 4 below, 

present the flowsheets of the 1- and 2- stage separation 

systems, accordingly, along with the necessary equipment 

employed for the operation of the 2 different systems. 

 

Figure 3 Flowsheet of the 1-stage membrane separation system 

 

 

 
 

Figure 4 Flowsheet of 2-stage membrane separation system  

 

The initial supply of the separation system (mL/min) is 

controlled by 2 Automatic Mass Flow Controllers with real-

time Mass Flow Indicators (MFCI), fabricated by Silver 

Automation Instruments Ltd, China. The initial pressure of the 

gases is indicated too for safety reasons, and it is stable under 

2 barG. The initial gas mixture, after combining the 2 initial 

streams, is then pressurized using an oil-less compressor, 

80RAD Double Head Type Model (C-1, G&M Tech Inc., 

Korea). The initial gas stream is pressurized up to 7 bars, 

according to the incoming feed supply to the compressor. 

After reaching the desired separation pressure, the gas mixture 

enters the 1st stage which comprises of 3 CO-0302SES 

membrane modules connected in serial configuration. A Back 

Pressure Regulator (BPR, Alicat Scientific B.V.) is connected 

to the retentate stream in the exit of the 3rd membrane module 

in order to maintain the desired upstream pressure during 

separation stable in the membranes. The pressure before and 

after the 1st stage of separation are constantly checked through 

Pressure Indicators (PI, WIKA). The 2 outlets of the 1st stage 

are: a) The retentate stream, consisting mainly of N2, which is 

directly exhausted to the outdoor air safely through a vent-gas 

system, and b) The permeate stream, consisting of high CO2 

purity levels and exits in ambient temperature and pressure the 

1st stage. The latter stream is then directly subjected to further 

separation in the 2nd separation stage to enhance % CO2 purity 

of the final product.  

The permeate of the 1st stage is checked by a Mass Flow 

Indicator, calibrated for CO2 measurement (FI, Aalborg 

Instruments & Controls, INC.) and directly inserts the 2nd 

compressor C2 (G&M Tech Inc.) for feed compression to the 

desired separation pressure. Then, the pressurized stream 

enters the 4th membrane module (2nd stage) which is 

connected to a 2nd Back Pressure Regulator (Alicat Scientific 

B.V.) and separates again the feed stream to 2 product 

streams:  a) The retentate stream, consisting of CO2 and N2 

which is directly recirculated to the C1 input to enhance 

separation efficiency, and b) The permeate stream consisting 

of a high- purity CO2 stream, reaching up to 90% CO2, which 

is the final product of the membrane separation process. The 

product stream is monitored by a Mass Flow Indicator (MFI, 

Kytola Instruments) and a Pressure Indicator (PI, WIKA) in 

order to adjust to the desired input variables of the 

methanation unit. The % vol. CO2 purity of the gas streams in 

every step of the separation is monitored by a suitable Gas 

Analyzer (Gas Data GFM406). 

The full-scale application and operation of the CO2 – 

capture system will be performed at the premises of the Agios 

Dimitrios V, PPC Power Plant, located at Ptolemaida, to 

optimize the processes and utilize the CO2 product for energy 

– production applications. During operation in the PPC, the 

captured CO2 product stream can be directed to a 

biomethanation unit for hybrid energy production. In this 

process, the CO2 is combined with hydrogen, derived from an 

electrolyzer, to produce CH4. This biomethanation approach 

not only contributes to sustainable energy production but also 

enables the efficient utilization of captured CO2, aligning with 

efforts to enhance the overall environmental impact of the 

electricity production unit. 

 

RESULTS 

Separation results – 1 stage configuration 

Initially, the lab scale separation experiments in single - 

stage configuration were carried out with a CO2 / N2 gas 

mixture in ratios of 40/60, respectively. The total flow rate of 

the gas feed stream was adjusted to 2100 mL/min by varying 

the separation pressure from 1 to 8 bar. The stage cut fraction 

(stage cut, θ) and CO2 recovery (% CO2 Recovery) were 

calculated to evaluate the level of separation. The Equations 

used for such calculations, are presented below: 

                      Stage  cut, θ =
𝑄𝑝𝑒𝑟𝑚𝑒𝑎𝑡𝑒  

𝑄𝑓𝑒𝑒𝑑
                  (2) 
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Where Q is the volumetric flow of the permeate (Qpermeate) and 

the feed (Qfeed). 

 

% CO2 Recovery =
𝑄𝑝𝑒𝑟𝑚𝑒𝑎𝑡𝑒 × 𝑦𝑝

Q𝑓𝑒𝑒𝑑 × 𝑦𝑝,0
(3) 

Where y is the CO2 concentration at the permeate stream (yp) 

and at the feed stream (yp,0). 

 

      The % CO2 purity and recovery levels achieved in the 

single stage configuration are presented below at Fig. 5. In a 

range of pressure values between 4.5 – 6.5 bar, CO2 purity is 

decreasing between 39% and 33%, while CO2 recovery is 

increasing, reaching up to 100%. This happens due to the 

increased flow of the gas in the permeate stream in higher ΔΡ 

values in the membrane. 

 
Figure 5 %CO2 Purity and Recovery change at the permeate 

stream according to ΔΡ during separation 

In the case of the separation pressure of 4 barG, which is 

presented in the Table 2, and initial composition of 15% CO2, 

the permeate stream after membrane separation contains 

53.1% CO2, achieving 38.1% purity enrichment, with a 

recovery of 44.5%  

Table 2 1 stage application: (Feed stream flow rate: 1500 

mL/min, Feed stream composition: 85 N2 /15 CO2 and ΔΡ = 4 

bar) 

CO2 Purity  

@Permeate 
53.1 % 

CO2 Recovery 44.5 %  

 

Separation results in 2 stage configuration – comparison 

In the 2-stage pilot scale application, the initial gas flow 

rate was controlled at 10 L/min with 15% CO2 initial purity 

while keeping the ΔΡ value stable at 4 bars. The final CO2 

product stream, meaning the permeate stream of the 2nd stage, 

reached up to 82.9% purity with a CO2 recovery of 17.1%, as 

presented in Table 3. It is therefore clear, that the contribution 

of the 2nd stage is quite important for the membrane process.  

 

Table 3  2 - stage application: Feed stream flow rate: 10 L/min 

Feed stream composition: 85 N2 /15 CO2 and ΔΡ = 4 bar) 

CO2 Purity  

@Permeate2 
82.9 % 

CO2 Recovery 17.1 % 

However, lower %recovery values lead to greater CO2 losses 

during the separation process. For that reason, further 

investigation was done on the parameters influencing the CO2 

recovery. The addition of the recirculation stream is a change 

that can lead to increase of the product stream flow, and thus 

to the total recovery of the process. Further investigation on 

the CO2 purity and recovery rates is performed in Fig. 6, 

where separation tests for the initial compositions of 90 N2/10 

CO2 (% vol) and b) 75 N2/25 CO2 respectfully were 

performed. By evaluating the diagram behavior, an optimal 

combination of CO2 recovery and purity should be 

considered, in order to provide the preferable CO2 purity, 

without further feed losses in the environment. 

 

 

Figure 6 CO2 purity and recovery (%) changes for 2 different 

feed mixture compositions equal to a) 90 N2/10 CO2 (% vol) and 

b) 75 N2/25 CO2 (% vol) at the flow rate of 10 L/min, 25 oC. 

From the diagram above, the 90 – 10 feed gas concentration 

reaches 75% CO2 purity and 60% recovery at the same time, 

for the experimental conditions of 3 barG. 

Consequently,lower Pressure values are recommended for 

more efficient CO2 separation in the permeate stream.  

CONCLUSIONS 

The addition of the 2nd stage at the permeate stream 

enhances the produced CO2 purity for effective CO2 capture 

and reuse, as the 2nd stage configuration leads to a 56.12% 

purity increase. However, the increase of streams and the 

removal of the 1st stage’s retentate stream led to a decrease in 

the CO2 recovery by 61.6%. Thus, the optimization of the 

system and the successful operation of the CO2 capture with 

a multistage system, should take into consideration those 

parameters, and achieve the best product CO2 purity and 

recovery combination. 

After the successful installment and operation of the CO2 

separation unit at the PPC plant in continuous flow, the 

captured CO2 stream can be directed to a biomethanation 

plant for hybrid energy production. In this process, the CO2 
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is combined with hydrogen, sustainably generated from an 

electrolyzer, to produce CH4. By this process, high – purity 

biomethane production will take place in the plant, leading to 

renewable energy production. This application will achieve 

further utilization of the CO2, contributing to sustainable 

energy production and improving the overall environmental 

impact of the plant. The end goal of the produced biomethane 

is to be installed and meet the energy needs of remote energy 

systems that generally have lower required capacity, such as 

remote areas and islands that are not interconnected to the 

central natural gas distribution system. 
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Abstract— Electric vehicles (EVs) are crucial for reducing 

greenhouse gas emissions and improving energy efficiency, but 

their integration into the electrical grid presents challenges. A core 

task in this process is the prediction of charging demand in a 

network of EV chargers, which allows for optimizing grid 

management and making the most of renewable energy sources 

(green charging). This study explores predictive modeling 

techniques to forecast EV charging demand using data from the 

largest network of charging stations in Greece, which includes 

charging sessions from ~1,200 chargers from June 2022 to 

January 2024. We employed both univariate and multivariate 

models: the former focus solely on historical energy consumption, 

while the latter incorporate additional, contextual data, such as 

daily temperature, to enhance prediction accuracy. Our approach 

involved extensive data preprocessing, including cleaning and 

normalization, to remove noise. We evaluate various machine 

learning models, such as Linear Regression, Ridge Regression, 

and Lasso Regression, alongside deep learning models like Long 

Short-Term Memory (LSTM) networks and Convolutional Neural 

Networks (CNNs). The results indicate that while LSTM models 

excel in univariate settings, due to their ability to capture temporal 

dependencies, traditional regression models are more effective in 

multivariate contexts, where additional features are available. 

These findings highlight the importance of selecting appropriate 

learning models based on data characteristics and prediction 

objectives, providing valuable insights for optimizing EV charging 

infrastructure and enhancing grid reliability. 

Keywords— Electric Vehicles (EVs); EV Chargers; Grid 

stability. 

INTRODUCTION  

Electric vehicles (EVs) are becoming an essential and 

indispensable component in the efforts of reducing 

greenhouse gas emissions and achieving a net-zero future [1]. 

Their ability to operate without producing tailpipe emissions 

and their higher energy efficiency compared to internal 

combustion engines make them a favorable choice in the 

transition towards sustainable transportation. However, the 

widespread adoption of EVs introduces new challenges for 

managing the electrical grid, particularly in predicting and 

accommodating fluctuating charging demands [2]. Accurate 

prediction of EV charging demand is critical not only for 

optimizing grid operations but also for demand response 

scenarios, which aim to maximize the consumption of 

renewable energy sources, such as solar and wind. Effective 

demand forecasting can help balance loads, reduce peak 

demand stress on the grid, and improve overall energy 

management. 

In this study, we aim to develop robust predictive models 

for EV charging demand by leveraging both traditional 

machine learning (ML) techniques [3] and advanced deep 

learning (DL) algorithms [4]. We use a comprehensive 

dataset comprising all charging sessions from approximately 

1,200 EV charging stations across Greece, covering the 

period from June 2022 to January 2024. Our modeling 

approach includes both univariate models, which rely solely 

on historical charging data, and multivariate models, which 

incorporate additional contextual information, such as the 

daily temperature, humidity and global radiation 

corresponding to weather stations all over Greece. The data 

underwent careful preprocessing, including cleaning and 

normalization, to ensure accurate comparisons and low levels 

of noise. 

More specifically, our study evaluates five models: 

Linear Regression [5], Ridge Regression [6], Lasso 

Regression [7], Long Short-Term Memory (LSTM) networks 

[8], and Convolutional Neural Networks (CNNs) [9]. By 

comparing the performance of these models across different 

settings, we seek to identify the most effective strategies for 

predicting EV charging demand. Our findings contribute to a 

better understanding of how different modeling approaches 

can be applied to optimize the stability of the electrical grid, 

enhance energy efficiency, and support the integration of 

renewable energy sources. 

DATA COLLECTION AND PREPROCESSING 

The dataset utilized in this study comprises daily 

measurements of energy consumption, charging duration etc. 

from PPC’s network of EV chargers. The charging stations 

are located throughout Greece, while the recorded data span 

from June 2022 to January 2024.  

Initially, the dataset included data from 1,116 EV 

chargers. However, to ensure the robustness and reliability of 

our analysis, we conducted a thorough data cleaning process. 

Chargers that were operational for only a single day were 

excluded from the dataset to prevent skewed results caused 

by outliers or incomplete data. This filtering reduced the 

dataset to 1,063 chargers, providing a more stable and 

representative sample for the study. Detailed statistics are 

provided in Table 1, where the left and right columns report 

the original and the clean data characteristics, respectively. 

Data cleaning had a minor impact on the data used in our 

analysis: the number of chargers was reduced by just 4.7% 

and the overall duration by 6.6%, while the number of 

mailto:v.nikiforidis@ppcgroup.com
mailto:k.chrysagis@ppcgroup.com
mailto:m.karakitsiou@ppcgroup.com
mailto:g_a.papadakis@ppcgroup.com
mailto:an.anastasiadis@ppcgroup.com
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charging sessions and the overall consumed load were 

reduced by less than 0.3%. 

 

 
 

Table 1: Dataset utilized in this study 

 Original Data After cleaning 

Time period May 31, 2022 – January 31, 2024 

Number of chargers 1,116 1,063 

Number of 

municipalities 
234 198 

Number of charging 

sessions 
131,535 131,186 

Overall load 

consumed 
2.021 GWh 2.015 GWh 

Overall Duration 268,060 hrs 250,388 hrs 

 

Following data cleaning, we normalized the energy 

consumption and duration data to account for varying 

operational periods of the chargers. Normalization was 

performed by dividing the total energy consumption and 

duration of each charger by the number of active days from 

the first recorded usage to the end of the measurement period, 

January 2024. This approach allowed us to compare usage 

patterns across chargers that were installed at different times 

and had different lengths of operational data, ensuring fair 

and accurate comparisons. 

Additionally, we aggregated the data by area to explore 

usage patterns at the municipality level. This involved 

grouping the chargers by their geographical locations and 

calculating total energy consumption and usage duration for 

each area. We noticed, though, that there were many 

duplicates in the municipality information associated with the 

chargers (e.g., “Kalithea” also appeared as “Kallithea”). The 

original 234 municipalities were reduced to 198, after the 

deduplication process.  

The cleaned data provide a comprehensive view of EV 

charger utilization across diverse regions, as explained below 

in more detail.  

EXPLORATORY DATA ANALYSIS 

The exploratory data analysis of the EV charging data is 

essential to understanding usage patterns and guiding the 

modeling approach. First, we examine two aspects per 

charger and per municipality: 

i) usage frequency, and  

ii) the distribution of energy consumption.  

Our analysis in Figures 1-6 indicates that both aspects follow 

a power law distribution, where a small number of chargers 

or municipalities accounts for a large proportion of the total 

usage. More specifically, the power law distribution is a type 

of statistical distribution characterized by the fact that a few 

events are extremely common, whereas the majority are 

rather rare. In the context of EV charging stations, the power 

law distribution suggests that most charging sessions are 

concentrated in a few high-demand locations, while most 

chargers are used rather infrequently and to a much lower 

extent. This has significant implications for managing the EV 

charging network; for example, targeted interventions at 

high-demand sites could have a disproportionate impact on 

the overall grid management and load balancing, whereas the 

identification of less popular chargers allows the charging 

point operator (i.e., PPC) to exploit the unused capacity 

through dynamic contracts with the distribution system 

operator. 

 

 
Figure 1: a) Frequency of charging sessions per charger, and b) Top 5 

chargers with most charging sessions. 

 

Frequency of Usage 

Figure 1a) represents the usage frequency (i.e., the 

number of charging sessions) per charger, while Figure 2a) 

shows the aggregated usage frequency of chargers per 

municipality. We observe that a handful of chargers and 

municipalities are extremely popular, while the majority 

experience much lower demand. This pattern is crucial for 

understanding the uneven distribution of demand across the 

network and for highlighting the importance of focusing on 

key locations for optimization strategies. 

 

 
Figure 2: a) Frequency of charging sessions per municipality, and b) Top 

5 municipalities with mots charging sessions. 

 

Figures 1b) and 2b) isolate the top 5 chargers and 

municipalities, respectively, based on their percentage 
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contribution to the overall frequency. The former account for 

almost 10% of the overall charging sessions, while the latter 

for almost 25%. Moreover, the top 20% of chargers are 

responsible for approximately 72% of the total charging 

frequency, while the top 20% of municipalities account for 

77% of the total sessions. These patterns illustrate the Pareto 

principle [10], also known as the 80/20 rule, which states that 

a small proportion of the input accounts for the majority of 

the output. This finding emphasizes the concentrated nature 

of demand. 

 

 
Figure 3: a) Normalized energy load per charger, and b) Top 5 chargers 

in terms of energy load. 

 

 
Figure 4: a) Normalized charging duration per charger, and b) Top 5 

chargers in terms of longest duration. 

 

Normalized Energy Load and Duration 

Next, we explore the energy consumption and duration 

of charging sessions across the network, which we 

normalized to account for the varying installation times of 

chargers. To ensure fair comparisons, we divided each 

charger's (or municipality’s) total energy consumption or 

duration by the number of active days—defined as the period 

from the first recorded usage to the end of January 2024. For 

municipalities with multiple chargers, the first recorded use 

of any charger within that municipality was used to calculate 

the active days. 

Figures 3a) and 4a) depict the normalized energy 

consumption (in kWhs per day) and charging duration (in 

hours per day) of each charger, respectively. The power law 

fit again reveals that very few chargers dominate both 

measures. Figures 3b) and 4b) further highlight the 

contribution of the top 5 chargers, which amounts to almost 

10% of all normalized energy consumption and almost 6.5% 

of the overall duration. Notably, 77% of total energy 

consumption and 70% of the overall duration stem from the 

top 20% chargers, demonstrating the presence of the Pareto 

principle in this context as well. 

 

 
Figure 5: a) Normalized energy load per municipality, and b) Top 5 

municipalities with respect to energy load. 
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Figure 6: a) Normalized charging duration per municipality, and b) Top 

5 municipalities with respect to longest duration. 

 

Normalized Energy Load and Duration per Municipality 

The above patterns remain consistent when we shift our 

focus to municipalities. Figures 5a) and 6a) present the 

normalized energy consumption and charging duration per 

municipality, respectively. Similar to individual chargers, a 

few municipalities account for the bulk of the network’s 

energy usage and session duration. Figures 5b) and 6b) isolate 

the top 5 municipalities by their contribution to normalized 

energy consumption and duration, respectively. They account 

for almost 25% and 30% of the overall energy usage and 

session duration, respectively. Moreover, 75% of the total 

energy consumption occurs within the top 20% of the 

municipalities, while 74% of the total duration can be 

attributed to the same top 20% municipalities. These patterns 

verify the validity of the Pareto principle in this context, too. 

Overall, these findings are significant as they highlight 

not only the uneven distribution of charging activity across 

the network but also the importance of focusing on key 

chargers and municipalities to maximize operational 

efficiency and optimize resource allocation. 

MODEL DEVELOPMENT AND PREDICTION 

To predict EV charging demand, we employed both 

machine learning (ML) and deep learning (DL) models, each 

providing unique advantages for modeling time-series data 

and capturing complex patterns. 

Machine Learning (ML) leverages statistical techniques 

to train prediction models that combine high effectiveness 

(i.e., accuracy) with high time efficiency (i.e., low run-times) 

for both training and testing. ML models such as Linear, 

Ridge and Lasso Regression are particularly suited for 

problems where relationships between input features and 

outputs are linear or can be approximated linearly. These 

models are straightforward to interpret and computationally 

efficient, thus providing a good starting point for predictive 

modeling: 

• Linear Regression assumes a direct, linear relationship 

between the input variables and the target variable. On 

the downside, it may not capture complex, non-linear 

patterns in the data [5]. 

• Ridge Regression enhances Linear Regression by adding 

an L2 regularization term to the loss function to penalize 

large coefficients, preventing overfitting, especially in 

the presence of multicollinearity among input features 

[6]. 

• Lasso Regression is similar to Ridge Regression but uses 

a different form of regularization, the L1 one. This way, 

it can shrink some coefficients to zero, effectively 

performing feature selection and simplifying the model 

[7]. 

Deep Learning (DL) yields more advanced prediction 

models that use neural networks with multiple layers to learn 

from large datasets [11]. These models excel in capturing 

intricate patterns and dependencies in high-dimensional data 

such as time-series. For this study, we chose the following 

two models due to their effectiveness in modeling sequential 

data: 

• Long Short-Term Memory (LSTM) Networks are a type 

of recurrent neural network (RNN) designed to learn 

from sequences of data [8]. LSTMs can capture long-

term dependencies, which are essential for time-series 

forecasting tasks such as predicting EV charging demand 

over time. They are particularly useful for data with 

temporal dependencies, as they can remember and forget 

information over extended sequences. 

• Convolutional Neural Networks (CNNs), while 

traditionally used for image processing, can be adapted 

for time-series data, capturing local temporal patterns 

[9]. By applying convolutional filters, CNNs can identify 

significant short-term dependencies in sequential data, 

making them effective for capturing temporal variations. 

To evaluate the performance of these models, we used two 

primary metrics:  

• NRMSE (Normalized Root Mean Square Error) [12] is a 

normalized version of RMSE, which measures the 

standard deviation of the prediction errors (residuals). 

NRMSE provides a relative measure of the accuracy of 

predictions, normalized by the range or mean of the 

observed data, making it useful for comparing errors 

across different scales or datasets. It is particularly 

valuable for assessing model performance in scenarios 

where the scale of the output varies significantly. 

• R-squared (R²) [5], or the coefficient of determination, 

measures the proportion of variance in the dependent 

variable that is predictable from the independent 

variables. An R² value closer to 1 indicates that the model 

explains a significant portion of the variance, while a 

value closer to 0 indicates a poor fit. This metric was 

chosen because it provides an intuitive measure of how 

well the model captures the underlying data patterns. 

RESULTS AND ANALYSIS 

We now present the results of our predictive modeling 
efforts, comparing the performance of the aforementioned ML 
and DL models in forecasting the overall EV charging demand 
(i.e., across all PPC charging stations) per day across 
univariate and multivariate settings.  

More specifically, the problem we tackle can be defined 
as follows: 
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[Univariate Charger Load Prediction] Given the load 
demand of a particular charging station for a specific time 
period, predict the load demand for the next day so as to 
minimize the difference between the prediction and the actual 
value.  

 

Note that this definition considers solely the historical 
charging sessions data. To achieve higher accuracy, we can 
combine this data with contextual information, e.g., the 
environmental conditions. These settings are called 
Multivariate Charger Load Prediction (for brevity, we omit 
a formal definition for this problem). Below, we examine each 
problem in a separate subsection. In both cases, we defined as 
training data all historical data up to the end of December 
2023, while the testing data comprise all days in January 2024. 

Univariate Model Performance 

Figures 7-9 show the best-performing DL and ML models for 

each algorithm based on their respective NRMSE and R² 

scores across the different timesteps. The LSTM model with 

a single layer and a timestep of one day emerged as the most 

effective predictor in the univariate setting, achieving the 

lowest NRMSE and highest R² values (see Figure 7). This 

result indicates that LSTMs are particularly well-suited to 

capturing the temporal dependencies inherent in time-series 

data, such as EV charging demand. The CNN model, 

configured with two convolutional layers and using a one-day 

timestep, also performed competitively, demonstrating its 

capability to identify local temporal patterns effectively. 

 

 
Figure 7: Univariate model performance of the LSTM model. 

 

 
Figure 8: Univariate model performance of the CNN model. 

 

 
Figure 9: Univariate model performance of Linear Regression. 

 
Table 2:NRMSE values for the Univariate prediction models.  

Time

step 

Linear 

Regres

sion 

Ridge 

Model 

Lasso 

Model 

LSTM 

1 layer 

LSTM 

2 

layers 

CNN 1 

layer 

CNN 2 

layers 

1 0.0250 0.0258 0.0319 0.0237 0.0592 0.0509 0.0238 

3 0.0663 0.0806 0.0712 0.2256 0.0888 0.0833 0.0701 

7 0.1583 0.1517 0.1508 0.1869 0.1664 0.1531 0.1933 

15 0.1671 0.1597 0.1729 0.1548 0.1598 0.1550 0.1546 

 

In more detail, Table 2 presents the NRMSE values for 

the univariate models across different timesteps (1, 3, 7, and 

15 days). The results show that LSTM with one layer 

achieves the lowest NRMSE at a one-day timestep (0.0237), 

closely followed by CNN with two layers (0.0238). These 

values indicate almost perfect predictions, as shown in 

Figures 7 and 8. Even Linear Regression (in Figure 9) 

exhibits high performance for timestep 1, with its NRMSE 

being just 5% higher. However, as the timestep increases, the 

performance of all models deteriorates, with traditional ML 

models such as Linear and Lasso Regression becoming more 

competitive, with the latter exhibiting the best performance 

at a seven-day timestep. 

Although DL models excel at capturing short-term 

dependencies, they are more prone to overfitting in this 

univariate setting, where fewer features are available to guide 

predictions. This can explain why their performance 

deteriorates at longer timesteps. Conversely, ML models 

maintain a more consistent performance as the timestep 

increases. For example, Linear Regression performs well 

across multiple timesteps, with an NRMSE of 0.0663 at a 

three-day timestep and 0.1583 at a seven-day timestep. 

The reason for this is twofold. First, DL models are 

highly complex and often require large amounts of data to 

train effectively. In the context of this study, the dataset may 

not be large enough to fully exploit the power of DL models. 

As noted in various studies, including [13], DL models 

frequently underperform on tabular datasets, where the 

relationships between features are often simpler and more 

linear than in unstructured data like images or text. Second, 

ML models such as Linear and Lasso Regression are more 

robust to smaller datasets and can generalize well without the 

need for large amounts of data or complex feature 

interactions. 

Multivariate Model Performance 

The multivariate models incorporate additional 

environmental features—temperature, humidity, and global 

radiation—to enhance the accuracy of EV charging demand 

predictions. These features were chosen to capture external 

factors that could influence charging behavior, such as 
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weather conditions affecting driving patterns and charging 

needs. 

 
Figure 10: Multivariate model performance of Linear Regression. 

 

 
Figure 11: Multivariate model performance of the LSTM model. 

 

Figures 10-12 illustrate the performance of the best 

multivariate ML and DL models for each algorithm, while 

Table 3 shows the NRMSE values for the multivariate 

models. Here, the results are mixed, with Linear Regression 

continuing to perform strongly at shorter timesteps (NRMSE 

of 0.0753 at a three-day timestep). However, unlike the 

univariate case, DL models such as LSTM with two layers 

and CNN with one layer show competitive performance at 

longer timesteps. Specifically, LSTM with two layers 

achieves the lowest NRMSE at a seven-day timestep 

(0.1614), and CNN with one layer also performs well at a 

fifteen-day timestep (0.1637). 

 

 
Figure 12: Multivariate model performance of the CNN model. 

 

This shift in performance should be attributed to the 

additional contextual features used in the multivariate setting. 

DL models are better suited to capturing complex patterns in 

multivariate data, where interactions between features (e.g., 

temperature, humidity, and energy consumption) can 

influence the predictions. These models benefit from having 

more features to learn from, which allows them to model the 

non-linear relationships between the input features and the 

target variable more effectively. 
 

Table 3:NRMSE values for the Multivariate model performance 

Time

step 

Linear 

Regres

sion 

Ridge 

Model 

Lasso 

Model 

LSTM 

1 layer 

LSTM 

2 

layers 

CNN 1 

layer 

CNN 2 

layers 

1 0.0960 0.0972 0.0838 0.2079 0.1761 0.2293 0.1749 

3 0.0753 0.0844 0.0956 0.3307 0.2982 0.3585 0.3152 

7 0.1573 0.1692 0.1457 0.1770 0.1614 0.2590 0.2465 

15 0.1672 0.1778 0.1770 0.2068 0.2581 0.1637 0.1884 

 

However, the fact that Linear and Ridge Regression still 

perform well, especially at shorter timesteps, suggests that the 

added complexity of DL models is not always necessary 

when the relationships between features remain relatively 

simple and the size of the training set is limited. This finding 

aligns with previous benchmarks that have shown that 

traditional ML models can often outperform DL models on 

structured, tabular datasets [13]. 

Comparative Analysis and Insights 

In both univariate and multivariate settings, the choice of 

model depends on the nature of the data and the prediction 

horizon. DL models, particularly LSTM, excel when there are 

complex temporal or feature interactions, as seen in the 

multivariate setting with longer timesteps. In these cases, the 

more training data are available, the higher is the prediction 

accuracy of LSTM. On the other hand, ML models such as 

Linear and Lasso Regression consistently perform well 

across various timesteps and are more reliable in settings with 

fewer features or shorter prediction horizons. 

The results of this study suggest that while DL models 

have the potential to provide highly accurate predictions, 

their performance is sensitive to the size and complexity of 

the dataset. ML models, being simpler and less prone to 

overfitting, offer more stable and interpretable solutions, 

especially in smaller datasets or when the relationships 

between features are less complex. Therefore, the choice 

between ML and DL should be guided by the specific 

characteristics of the data and the prediction task at hand. 

These results provide a comprehensive overview of the 

effectiveness of various predictive models in different 

settings, offering valuable insights for optimizing EV 

charging infrastructure and improving grid management 

CONCLUSION 

This study offers a comparative analysis of machine 

learning (ML) and deep learning (DL) models for predicting 

EV charging demand, using data from 1,063 charging stations 

in Greece. In the univariate case, DL models like LSTM and 

CNN performed well, particularly at shorter timesteps, while 

ML models provided competitive results. However, in the 

multivariate case, where additional features such as 

temperature and humidity were included, ML models like 

Linear and Lasso Regression outperformed DL models, 

highlighting that the complexity of DL models did not always 

lead to better predictions. 

These findings underscore that model performance is 

context-dependent, influenced by the nature of the data and 

the prediction task. By exploring both ML and DL 

approaches, we identified key differences that provide 

valuable insights for selecting models to optimize grid 

management, enhance energy efficiency, and support the 

integration of renewable energy in EV charging 

infrastructure. 
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Abstract— This study is part of the CO2toCH4 LIFE project, 

aligned with the circular economy initiative. The project aims to 

develop and demonstrate an innovative hybrid energy storage 

system powered by renewable energy sources (RES). It involves 

capturing, storing, and utilizing carbon dioxide from 

conventional power plant flue gases, converting it into 

biomethane. The project’s pilot mobile unit will consist of three 

key components: (1) an electrolyzer for hydrogen production, 

(2) a flue gas purification system that separates CO2 from the 

gases, producing a concentrated CO2 stream, and (3) an ex-situ 

biomethanation unit that converts CO2 into CH4. Biological 

methanation is a promising process that makes use of 

hydrogenotrophic methanogenesis to transform captured CO2. 

This technology has been explored using various reactor setups, 

with Trickle Bed Reactors (TBR) proving the most effective, as 

they address the primary limitation of the process—H2 gas-

liquid mass transfer. TBRs consist of reactor columns packed 

with materials that allow microorganisms to immobilize and 

form biofilms. This design holds great potential for improving 

biomethanation efficiency. The study evaluated three different 

packing materials—focused on carbon dioxide conversion, pH 

stability, and volatile fatty acid (VFA) levels. Additionally, it 

explored the micrοorganisms during the biomethanation 

process. The results indicated that the reactor filled with 

Raschig rings was the most efficient, achieving over 95% CO2 

conversion. Microbial analysis revealed that the dominant 

methanogens were from the Methanobacter genus. 

Keywords— Carbon Utilization, Biological Methanation, 

Trickle Bed Reactors, Packing Materials 

 

Abbreviations and Acronyms 

GRT – Gas Retention Time 

PtG – Power to Gas  

RES – Renewable Energy Sources 

TBR - Trickle Bed Reactor 

VFA – Volatile Fatty Acids 

INTRODUCTION  

Fossil fuels remain dominant in the energy sector due to their 

easy storage, low cost, and high energy density, but they are 

unsustainable and harmful to the environment and health. In 

contrast, renewable energy sources like wind and biomass are 

eco-friendly, inexhaustible, and emit zero CO2, making them 

increasingly popular alternatives. These sources support the 

shift to a green, circular economy aimed at reducing the use of 

finite resources. However, their intermittent nature requires 

effective management and long-term energy storage to 

maintain grid stability [1]. Power-to-Gas (PtG) technology 

offers a solution to energy storage challenges while reducing 

CO2 emissions. It supports the circular economy by using 

renewable energy to power an electrolyzer that splits water 

into hydrogen (H2) and oxygen. The H2 is then combined with 

CO2 to produce methane (CH4), which can be injected into the 

natural gas grid, storing excess renewable electricity. 

Compared to other technologies like redox flow batteries, PtG 

provides higher energy density, and greater storage capacity, 

and utilizes existing gas infrastructure [2]. 

Within an engineered system, biological methanation (or 

biomethanation), a process for valorizing (waste) CO2 as 

feedstock (with renewable H2), is highly influenced by the 
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applied reactor type. Trickle-Bed Reactors (TBRs), which 

allow the immobilization of microorganisms on appropriate 

packing materials, show great promise in improving 

biomethanation efficiency [3]. This study evaluated and 

compared different packing materials in terms of methane 

output, pH stability and volatile fatty acid (VFA) 

concentration levels. Specific additional aim was to test the 

applicability of biochar as a packing material. Moreover, the 

dynamics of developed (distinct) microbial communities, 

participating in the biomethanation process, were examined. 

MATERIALS AND METHODS 

Three custom-made stainless steel TBRs were utilized, 

denoted as R1 (Raschig rings), R2 (activated carbon) and R3 

(biochar), respectively. These reactors operated under 

thermophilic conditions (i.e., 55 ± 1° C) and ambient 

pressure. Enriched hydrogenotrophic inoculum was used as 

the initial inoculum for the TBRs operation. Α gas mixture 

(1:4, CO2 /H2) was inserted into the top of TBR units through 

a peristaltic pump. The liquid (nutrient) medium was 

provided from a vessel to the TBRs by another peristaltic 

pump. The experimental procedure examined for different 

subsequently applied and gradually decreased Gas Retention 

Times (GRT) for the case of R1, R2 and R3 bioreactors. 

  

Figure 1. The experimental process diagram for reactors R1, R2 

and R3. 

 

 

RESULTS AND DISCUSSION 

According to the results (Fig.2), R1 achieved 96 % CH4 

content in the output gas at the lowest GRT, approaching the 

highest rate in the bibliography [4]. The R2 achieved its 

highest CH4 content (99 %) during the 2 h GRT but 

experienced a significant drop to 28%within the next GRTs. 

The R3 surpassed activated carbon in 1 h GRT with over 95% 

CH4 concentration yet struggled to maintain sufficient 

efficiency in 45 min GRT. 

 

 

 

Figure 2. Output gas composition (%) of CH4, CO2, and H2 of the 

three TBRs during the different GRTs of the experiment, for the 

assessment of three different packing materials. 

In all TBRs, the VFA concentrations remained low except 

R1, which experienced a significant increase in the VFA 

levels at the lowest GRT, though this spike subsided 

within a week. Furthermore, the pH values in all TBRs 

maintained relatively stable, even though slightly above 

the optimal range for the biomethanation process (6.0-8.5) 

[5]. Microbial analysis revealed that the Methanobacter 

genus ultimately dominated the microbial communities in 

all three reactors during all GRTs. 
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Figure 3. Volatile Fatty Acids concentrations (mg/L) of the 

bioreactors. 

CONCLUSIONS 

Raschig rings have proven to be a superior packing 

material compared to activated carbon and biochar. In 

research studies, Raschig rings facilitated the highest methane 

production rate. This high performance was accompanied by 

stable and satisfactory pH levels, though slightly above the 

optimal range, while volatile fatty acid (VFA) concentrations 

remained low, below 0.25 g/L. Although biochar did not 

match the efficiency of Raschig rings, it presents a promising 

alternative packing material worth further investigation, 

particularly due to its potential to enhance the biomethanation 

process. 
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Abstract—Mallorca has experienced growth in wine 

production in the last 30 years, it has gone from 25 to 100 

wineries with 1,600 hectares of vineyards, although in the 19th 

century with Phylloxera in Europe it reached 30,000 hectares. 

Wineries have gone from passive and manual systems to having 

high energy consumption to have quality wines, especially for 

the cooling and heating processes. With an optimal design, 

biomass systems with solar energy can be installed to have zero 

emissions and reduce their impact. Most wineries, being small 

in size, can implement simple compression systems combined 

with solar energy. This work analyzes 4 wineries in Mallorca 

with renewable energy and how they can reduce the impact of 

climate change to zero emissions. It is about increasing energy 

efficiency in winemaking processes and finding the right 

renewable energy system.   

Keywords— Winery, Solar thermal, Photovoltaic energy, 

Refrigeration 

INTRODUCTION 

Since the 1st century BC, Pliny spoke of Balearic wines 
comparing them with the best wines of Italy, also Jules Verne 
admires the wine of Binissalem in the book Clovis Dardentor. 
There are dozens of vineyards scattered around Mallorca. In 
just 30 years, it has gone from 25 wineries to more than 100 
wineries in 2022 [3], spread over the other five areas of 
Mallorca, and some more are under construction. Most of 
them very small, less than 100,000 bottles, and four bigger, 
with a production over 1,000,000 of bottles. The total surface 
actually is around 1.781 ha of vineyards. Different than the 
mainland’s where the wineries are between 10 to 50 times 
bigger with high quality and lower production costs. Some 
wineries in Spain produce the same wine as all of Mallorca. 
The last years the climate change it’s reducing the production 
and in a few years could be disaster for the industry, worse 
than was the Phylloxera in the past. The only future is 
descarbonizate all the sectors including the wineries.  

 

Figure 1: : Distribution production areas and Winery in 

Mallorca. Source; Balearic Government  

 

There are two Protected Designations of Origin of Wine 
(D.O.Ps): D.O. Binissalem and D.O. Pla i Levante that have 
been around for more than 40 years. There are also Two 
Protected Geographical Indications of Wine (PGIs), which are 
Wines of the Land (V.T.): V.T. Majorca; V.T. Serra de 
Tramuntana-Costa Nord [11]. 

Table 1: Surface of wine yards and wine production different 

areas in Mallorca at 2023 [11] 

Wine area Surface (ha) Wine (hl) Nº Winery 

DO Binissalem  257,3 8.747 12 

DO Pla i Llevant  369,1 13.742 13 

Vi de la terra Serra 

de Tramuntana  
2,4 107 5 

Vi de la terra 

Mallorca  
1151,9 37.684 72 

TOTAL Mallorca 1.781 60.280 102 

 

ENERGY CONSUMPTION 

Wine energy consumption studied occurs in two major 
phases: agricultural, the growth of grapes in a vineyard, and 
industrial, their transformation to wine in stores though a 
winery [1]. When measured as a percentage of GDP, industrial 
wine expenditures account for 1.3% of the European economy 
[2]. Vineyards also cover 3.48% of Europe available cropland, 
making it a major contribution to the agricultural sector which 
is itself estimated to contribute 14% of greenhouse gas 
emissions. Many studies have separately looked at ways to 
improve energy efficiency for wine in both the manufacturing 
and agricultural sectors, but a comparison across the two may 
be useful to focus energy saving innovation in a particular 
sector for maximum effectiveness. In this paper will be use 
metric is the amount of energy it takes to make a liter of wine, 
and we will focus in the manufacturing. Assuming that winery 
additives like yeast give negligible volume change, combining 
the vineyard and winery energy contributions gives an overall 
energy density of 2,96 MJ/L, between the 80-95% of the 
energy is due to vineyard processes, meaning the agricultural 
portion of production usually uses from 6 to 9 times more 
energy than the industrial portion [1]. In Spain scaling factors 
that are associated with the operation of different size 
vineyards and wineries have different energy consumption 
variability between growing regions, especially in Mallorca 
where the industrial energy consumption could arrive the 
same amount of the vineyard, due to smaller size of the winery 
and vineyard. To decrease the energy in Mallorca use of wine 
production most effectively, interested parties should focus on 
grape agriculture and wine manufacturing. In the 
manufacturing phase, when grapes from a vineyard arrive at 
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winery, electric motors remove undesired plant matter, 
leaving the grape pulp and juice, called the must. This must be 
then pumped, again using electric pumps, to fermentation 
tanks, where yeast turns the sugar content of the grapes into 
alcohol. In this point is where there is more consumption, with 
a big amount of cooling energy for control the fermentation. 
When the wine is ready, in order to have quality wines the 
solids are removed using cooling systems (usually electric 
compression system), pumps and motors, and the liquid is 
bottled and stored using electric filling, corking, and labeling 
machines. Since machines are used for all the major steps, the 
energy consumption can be monitored well though analysis of 
the winery's energy bill. The storage of the wines usually was 
made underground to avoid energy consumption to keep cold, 
if they are built on the surface the energy consumption will be 
bigger.  Most of the cases are cold areas with millions of 
bottles production (France, North of Spain, Italy, Portugal ..) 
from 7.000 to 400.000 kL, in the opposite Mallorca, with 
hottest weather and smaller wineries, from 50 kL to 1.000 kL, 
the most usual production is about 100 kL. The energy 
indicators in Spain could be from 0,2 MJ/L in the biggest 
wineries to 15,6 MJ/L in the smallest, in Mallorca it’s difficult 
to reduce this lower to 0,8 MJ/L, in Spain could be 0,4 MJ/L 
[7]. The difference is due to weather conditions, the size of the 
facilities and the use of some spaces. The average price of 
Majorcan wines is higher than that of the peninsula due to the 
scale factor mentioned above, because they have a higher 
energy consumption and because most of them are organic. 

Table 2: Surface of wine yards and wine production different 

European countries compare with Mallorca [11][12] 

  
Surface 

(ha) 

Wine 

(hm3) 

HL/

ha 

Energy 

(MWh) 
kWh/HL 

Biomass 

Potential 

MWh 

Spain 1.032.000 3.57 35 520.408 
14,6 

     

15.877.485    

France 807.000 4.56 57 459.372 
10,1 

     

12.415.824    

Italy 786.000 4,98 63 479.076 
9,6 

     
12.092.736    

Portugal 240.000 0.68 28 86.076 
12,7 

       

3.692.438    

Greece 64.000 0,17 27 44.200 
26,0 

           

984.650    

Mallorca 1.781 0,06 34 3496 
58 

             

27.396    

 

RENEWABLE ENERGY SYSTEMS IN MALLORCA WINERY 

This energy could be supply by Solar Energy (Thermal 
and PV) and Biomass, all them could be produced at the same 
vineyard, analyzing 4 wineries in Mallorca we have studied 
the optimal design of the energy process and the best 
renewable energies systems. The big facilities of the center of 
Spain could be installed systems with Biomass and a high 
solar heating and cooling systems, but in Mallorca they are 
small facilities and they need simple and mature design, with 
PV and Solar Thermal systems and with a low biomass 
fraction. 

Solar thermal 

Hot water is needed in the winery for different uses: from 
hygienic and sanitary water till preheating water since boilers 
or steam production for washing and sterilization. Several 
systems can be used for heating water like Heat Recovery and 
Solar Thermal, between the 5 to 10% of the energy 
consumption is the Hot Water.  The solar radiation is high in 
the Balearic Islands, with more than 2600 hours of sun with a 

potential of 1800 kWh/m2 year.  Low-temperature (80-150°C) 
solar collectors guarantee a very high efficiency (up to 60%) 
in the conversion of solar radiation into useful thermal energy 
according [6] they can provide more than 600 kWh/m2 year, 
that’s mean in Mallorca a normal winery could have installed 
between 8 to 24 m2, with a peak power from 8 to 24 kW, with 
storage tank from 2 to 4 m3. 

 

Figure 2: Winery with a ST system in the roof. 

The solar cooling system can be integrated by solar 
thermal energy, contributing to prevent overheating, 
especially during the summer, avoiding electrical loads peak. 
Large thermal systems with vacuum tube collectors are 
needed (more than 200 m2) with absorption chiller with 
cooling capacity between 300 kW  to 600 kW coupled with a 
cooling tower. Such system is able to produce hot water at the 
average temperature of about 93°C, but in Mallorca most of 
the wineries are small for install these technologies and with 
only two months of peak consumption, when the radiation is 
lower, that made difficult to be economical feasible, it’s better 
for lager wineries like in the Castilla La Mancha or la Rioja, 
with a properly mix of technologies could be interesting 
system. Three of the four wineries analyzed in Mallorca they 
need a fraction of the cooling with negative temperatures, 
where it’s necessary compression systems with electricity and 
make impossible use absorption systems. 

Photovoltaic Energy 

PV systems are very present in the Balearic Islands it’s 
increasing the installed power 150% every year [11]. This 
technology could provide in this latitude between 1300 to 
1600 kWh/kWp, in the 4 Mallorca wineries analyzed we have 
found installing 50 to 200 kWp that provide around 30% to 
the 100% of the energy, the majority with panels integrated 
into the roof. It is necessary to have neetmeetering, because 
the peak of consumption is concentrated in three months, from 
August to October. We could reach 100% of electrical 
production, increasing efficiency and installing more power in 
these warehouses, about 50 Wp/HL, for the size of the 
wineries is between 50 to 200 kWp,. In the analyzed wineries 
the electrical consumption it’s about the 90% of the total 
energy consumption, but from these, the 50% is for cooling 
systems, with positive and negative temperatures. 
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Figure 3: Winery with a PV system in the roof 

Biomass 

The vineyards they produce a big amount of biomass, in 
order to increase the production and quality every year they 
need to cut the branches of the vine strain, as well all the skins 
and seeds are wasted for the wine, but they need a previous 
treatment (crush and dry) before use in the boiler. Bigger 
wineries in the mainland they are used to obtain alcoholic 
spirit distilled but in Mallorca they use like a fertilizer. All this 
biomass could be used to produce thermal energy and in 
bigger facilities even electricity, but usually the biomass boiler 
they need maintenance and high investment that usually is 
difficult to adapt in these facilities, other sectors with high 
thermal consumption they are using this technology, in 
Mallorca some Olive Oil Producers use the biomass, but they 
have larger thermal consumption and the biomass fraction has 
more energy power and less treatment. Combining these with 
solar thermal could be interesting for large wineries with 
absorption chillers, in the case of Mallorca, only 3 or 4 have 
enough size to install and absorption machine that could be 
combined with solar thermal for the systems cooling working 
at positive temperatures.  

 

Figure 4: Monthly Energy consumption of 4 Mallorca 
winery with PV fraction from 30 to 100%. 

Figure 5: Shankey diagram of a Mallorca Winery with Solar 
Energy [10] 

 

CONCLUSIONS 

Mallorcan producers are expected to increase the fraction 
of renewable energy used in the future and will increasingly 
look for a more efficient energy route, to reduce the impact of 
climate change. This implies that increases in process and 
machine energy efficiency in both vineyard and winery 
practices will have a greater effect on the overall price of wine 
production than similar advances in energy efficiency in the 
winery processes together with a greater implementation of 
renewable energies that achieve a balance of zero emissions. 
Fortunately, in Mallorca most producers are organic and the 
price of the wine already includes part of these practices, so 
taking advantage of solar radiation and Biomass production 
can be relatively easy and cheap. As seen in the island's 
wineries, 100% of all energy demand can be met with zero 
emissions, with only solar energy.  
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Abstract— Capacity management of terminal operators at a 

port is crucial for seamless operations and the avoidance of 

vessel delays. Increasing vessel port times can have serious 

operational and financial consequences for terminal operators, 

particularly given the just-in-time requirements of logistics. 

Effective management of existing port capacity is essential for 

the reliability and productivity of marine terminals. 

Cooperation in maritime transport has attracted growing 

attention from both scholars and industry experts. Port and 

marine terminal cooperation is an important topic in public and 

business circles, and bibliometric studies on port-related 

academic research show that cooperation and integration 

among ports and terminal operators at a port is an emerging 

theme. This study shifts the focus to the tactical and operational 

level, where vessel selection becomes a practical decision for 

cooperation. Building upon prior research by [1], this paper 

investigates the impact of using both vessel selection and Twenty 

Foot Equivalent Units (TEUs) handled as decision variables for 

intra-port cooperation among terminals, particularly in 

scenarios where Cold Ironing (CI) is available at select 

terminals. CI refers to the practice of supplying electrical power 

to a ship at berth, while its main and auxiliary engines are 

turned off. This reduces the need for ships to run their onboard 

generators to produce electricity, while in port, thereby 

decreasing emissions and fuel consumption. The benefits of CI 

can vary depending on several factors and include fuel savings, 

emission and noise reductions, efficiency improvements, and 

potential port incentives. By analyzing the cost savings before 

and after cooperation, this study quantitatively evaluates and 

compares various cooperation scenarios, concession fee policies, 

and emissions reduction strategies, while gauging the 

willingness of terminals to cooperate under each model.  

Keywords—Maritime, Port Management, Cold Ironing, 

Container Terminals Operations, Energy Efficiency, Emissions 

INTRODUCTION 

Literature Review 

Cold Ironing (CI), also known as “Alternative Maritime 
Power” (AMP), “Shore-to-Ship Power” (SSP), “Shore side 
electricity” (SSE) and “Onshore Power Supply” (OPS), has 
emerged as an effective solution for mitigating environmental 

pollution in ports [2]. Ships traditionally keep their auxiliary 
engines running while docked, to maintain essential functions, 
such as lighting, refrigeration, and communications, which 
results in significant emissions of sulfur oxides (SOx), 
nitrogen oxides (NOx), carbon dioxide (CO2), and particulate 
matter. CI offers an alternative by allowing ships to connect 
to an onshore electrical grid, enabling them to power these 
functions with electricity. This power comes (or will come in 
the future) from cleaner energy sources. As regulations on 
maritime emissions tighten—particularly with initiatives from 
the International Maritime Organization (IMO) to reduce 
global shipping’s carbon footprint—CI has become an 
increasingly discussed strategy in both policy and academic 
literature [3]. For more details we refer to [2], where the 
authors review and analyze 33 published papers of game 
theory in seaport cooperation and competition, focusing on 
policy and operational improvements for container terminals. 

Pujats et al. [1] examines cooperation between container 
terminals within ports. It focuses on how terminals can share 
resources and transfer vessel calls as mechanisms for 
improving operational efficiency and profitability. The 
authors develop mathematical models to analyze these 
strategies. The goal is to reduce congestion, enhance service 
efficiency, and manage capacity better. The study highlights 
the need for cooperation in ports with fluctuating container 
volumes and varying vessel sizes. 

The models seek to balance economic and operational 
factors by exploring different levels of cooperation, such as 
handling containers together or transferring vessels between 
terminals. The findings show that cooperation improves port 
performance and reduces costs without the need for additional 
capital investment in infrastructure or port expansions. This 
approach can be particularly beneficial for ports facing 
capacity constraints or competitive pressures. The study 
provides a framework for more efficient and sustainable 
terminal operations, providing a quantitative framework for 
understanding both the benefits and challenges of terminal 
cooperation. These insights are valuable insights for both 
industry practitioners and policymakers. 
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Research Question – Motivation 

Pujats et al. [1] explores the potential benefits of 
cooperation between container terminals, particularly 
regarding the sharing of capacity, and examines whether this 
cooperation can enhance profits without necessitating 
significant capital investment. Their research questions aim to 
understand whether cooperative strategies, such as vessel or 
volume sharing, can help terminals optimize existing 
resources and increase operational efficiency. In an 
increasingly competitive and capital-intensive environment, 
terminal operators are looking for ways to maximize their 
return on assets without constantly investing in new 
infrastructure. By sharing capacity, terminals may avoid the 
high costs associated with expanding physical infrastructure, 
while improving utilization rates, reducing congestion, and 
potentially improving profits through more efficient use of 
space and resources. 

A key aspect of Pujats et al. [1] research is identifying 
which cooperation policies are most beneficial. Various 
models of terminal cooperation, including joint service 
agreements, alliances, and Vessel Sharing Agreements 
(VSAs), can play a critical role in determining the success of 
such strategies. The authors seek to explore whether it is more 
effective to cooperate based on vessel sharing, where shipping 
lines collaborate across terminals, or based on volume sharing, 
where the focus is on jointly managing container throughput. 
Their research questions suggest a focus on operational and 
tactical-level planning, where such cooperation can directly 
impact service quality, turnaround times, and overall terminal 
capacity management. Identifying the most advantageous 
policies could help terminal operators balance workloads, 
reduce handling costs, and enhance service reliability. 

Our research question builds on these themes by adding a 
layer of complexity: the integration of CI technology and 
associated subsidies. The introduction of CI, while 
environmentally beneficial, introduces new variables into the 
cooperation framework between terminals. Understanding 
how CI infrastructure and government subsidies affect both 
terminal cooperation and profit margins is critical. CI facilities 
may require shared investments or operational adjustments 
among terminals, particularly where subsidies are offered for 
ports handling vessels utilizing shore power. Therefore, 
examining how this environmental technology interacts with 
existing cooperation models could provide valuable insights 
into both economic and environmental outcomes. This 
investigation would help reveal whether CI, coupled with 
cooperation, can lead to increased profitability while 
supporting regulatory compliance and environmental 
sustainability. 

Significance of the Research 

The significance of studying maritime pollution is 
underscored by the sheer scale and environmental impact of 
global seaborne trade. Maritime transport is responsible for 
over 80% of the volume of global trade, with container 
shipping alone comprising approximately 17% of that total 
[4]. As global trade continues to expand, so do the emissions 
associated with shipping. Over the past decade, greenhouse 
gas emissions from the maritime sector have surged by 20%, 
presenting a critical challenge to achieving global emission 
reduction targets and sustainable development goals [4]. This 
increase in emissions is particularly concerning given the 
urgent need for the shipping industry to decarbonize fully by 
2050 to meet international climate agreements. Without 
substantial investment in green technologies and operational 

efficiency, including cold ironing and other emission-
reducing solutions, the maritime sector will struggle to align 
with these global sustainability objectives. Therefore, research 
on the factors contributing to increased maritime pollution, 
and strategies for mitigation, is essential for guiding policy 
and industry efforts toward a sustainable future. 

MODEL DESCRIPTION 

The model presented in [1] assumes that container 
terminals can negotiate and share both seaside and landside 
resources. This cooperation leads to reduced handling costs 
while maintaining the same revenue. Shipping lines, through 
existing VSAs, can also utilize each other’s capacity, further 
enhancing operational efficiency. This setup emphasizes the 
importance of collaboration between terminals to optimize the 
use of available resources. 

In this work, we introduce CI capabilities for subsets of the 
cooperating terminals and subset of the vessels. Some 
terminals and vessels are equipped for cold ironing, although 
no terminal has full cold ironing capacity (i.e., not all berths 
have CI capabilities). Vessels can be served at any terminal, 
regardless of cold ironing capability. The model also includes 
subsidies for terminals that handle vessels utilizing cold 
ironing, providing financial incentives for environmentally 
friendly operations. These assumptions frame a cooperative 
environment that balances cost efficiency and sustainability. 

To study the new model in practice, we have created a 
specific scenario. This assumes three different terminals, 
labeled T1, T2, and T3. We assume that each terminal has 
identical capacity, but varying productivity based on their 
volume-to-capacity (V/C) ratios. Terminal T1 reaches peak 
productivity when its V/C ratio is 90%, while T2 and T3 
achieve maximum efficiency at 70% and 60%, respectively. 
In the research presented herein, only T1 is equipped with CI 
capabilities, while none of the vessels it serves (before 
cooperation) have CI capabilities. This setup emphasizes the 
role of terminal specialization and capacity in optimizing port 
operations, particularly in the context of energy efficiency 
measures like cold ironing. 

The model further explores three pre-coordination 
terminal volume scenarios: ascending, descending, and 
random. In the ascending scenario, and pre-cooperation, T1 
handles the smallest volume, and T3 the largest. Conversely, 
the descending scenario assigns the highest volume to T1 and 
the lowest to T3. The random volume assignment scenario 
distributes container volumes to terminals, without a specific 
pattern. These varying scenarios aim to investigate the effects 
of volume distribution on overall port performance, providing 
insights into how terminals with different characteristics 
respond to different operational loads. 

The decision-making process is governed by two distinct 
policies. Policy 1 maximizes the sum of the profits (i.e., total 
welfare) while Policy 2 maximizes the minimum profit (i.e., 
equity). Additionally, the model integrates 13 different 
subsidy scenarios, where subsidies are calculated as a 
percentage of initial concession fees. This setup encourages 
terminals to report accurate profit margins. Higher reported 
profits could lead to increased taxation but also higher 
subsidies, whereas underreporting profits may result in lower 
subsidies. This system aims to balance financial incentives 
with regulatory compliance, providing a realistic framework 
for assessing terminal profitability and subsidy efficiency. 
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Finally, the model examines three different concession fee 
policies: maximum zero volume handling cost, minimum zero 
volume handling cost, and average zero volume handling cost. 
These policies affect the financial obligations of terminal 
operators, influencing their profitability under different 
volume conditions. In total, we considered 11,700 different 
problem instances, providing a comprehensive analysis of 
terminal cooperation, volume handling, and financial 
incentives under varying operational and economic 
conditions.  

RESULTS 

The results were very encouraging and are captured in the 
following six figures. It should be noted at this point that the 
x-axis represents the subsidy percentages across 13 cases 
(with 0% indicating no subsidy), while the y-axis represents 
the percentage increase in profit. 

 

 

Figure 1: Ascending Volumes 

 

 

Figure 2: Descending Volumes 

 

 

Figure 3: Random Volumes 

 

The results for policy 1 are shown in Figure 1, Figure 2 
and Figure 3, for ascending, descending and random volumes 
respectively. An intriguing finding from the analysis is that 
when volumes are directed to the most productive terminal, 
the T1, in the descending volume scenario, overall profits tend 
to decrease, contrary to expectations. Interestingly, the 
terminal with average productivity (i.e., T2), emerges as the 
overall winner, in terms of profit maximization, highlighting 
that optimal productivity does not necessarily align with the 
highest profit increase under a cooperative environment. 
Consistent with this, terminal T1, despite being the most 
efficient terminal, experiences the lowest percentage increase 
in profits. Additionally, as subsidies increase, T1’s profits rise, 
which is expected given its operational advantage and 
financial incentives tied to the concession fees. This suggests 
that profitability is not solely tied to productivity but is also 
influenced by subsidy policies and volume allocation 
strategies. 

 

 

Figure 4: Ascending Volumes 

 

 

Figure 5: Descending Volumes 

 

 

Figure 6: Random Volumes 
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The results for policy 2 are shown in Figure 4, Figure 5 
and Figure 6, for ascending, descending and random volumes 
respectively. An interesting outcome of the analysis is that, the 
least productive terminal T3, emerges as the biggest 
beneficiary from the cooperation in terms of percentage profit 
increase. Despite having the lowest V/C ratio and overall 
efficiency, T3’s performance improves the most under the 
various scenarios. On the other hand, terminal T1, the most 
productive terminal, sees the smallest percentage-wise 
increase in profit, which suggests that its higher initial 
efficiency leaves less room for significant improvement. 
Notably, under both decision policies, the model's 
rescheduling consistently results in profit increases across all 
terminals, demonstrating the effectiveness of the rescheduling 
mechanism in enhancing financial performance regardless of 
the terminal’s baseline productivity. Overall remark, the 
results are dependent on the initial volumes and the terminal 
productivity. 

 

DISCUSSION 

The results show significant room for improvement 
through simple, easily implementable actions, without the 
need for major structural or infrastructural changes that would 
require substantial time and financial resources. This makes 
the study highly valuable. Importantly, all participants benefit, 
creating a win-win situation for everyone involved, either 
directly or indirectly. In comparison to the initial allocation of 
vessels across the terminals, the implementation of our model 
generates profits in all scenarios. 

Future Research 

For future research, several promising avenues can be 
explored to further enhance the robustness and applicability of 
the current model. First, increasing the number of terminals 
and vessels would allow for more granular insights into the 
dynamics of terminal operations, especially in more complex 
port systems. Additionally, varying the subset of terminals 
equipped with CI capabilities could provide a better 
understanding of how CI distribution affects overall 
productivity and profitability. Incorporating a CI capacity 
constraint would add another layer of realism, as not all 

terminals or vessels can process CI at the same rate, and this 
limitation could significantly impact scheduling and 
profitability. 

Another interesting direction for future research is to 
differentiate between customers based on their specific 
requirements or preferences, which could lead to more tailored 
and efficient terminal assignments. Finally, incorporating 
second-order stability, specifically the stability of coalitions 
between terminals, can be examined either as a constraint or 
an objective. This would allow for the analysis of cooperative 
behavior and how long-term stability can be maintained 
within terminal networks, especially when competitive 
pressures and varying financial incentives are present. These 
extensions would deepen the model's relevance and expand its 
potential for real-world application. 

Conclusion 

This study examined how vessel allocation and TEU 
handling can be leveraged to improve cooperation between 
terminals equipped with CI capabilities. CI reduces emissions 
by supplying electrical power to ships while berthed, offering 
benefits such as lower fuel consumption, decreased emissions, 
and reduced noise and vibration in port areas. Through an 
analysis of cost savings derived from cooperation, the research 
evaluates different cooperation frameworks, subsidy policies, 
and emission reduction strategies. The findings offer valuable 
insights into how terminal collaboration, particularly when 
integrating environmental technologies like CI, can enhance 
profitability while promoting sustainable operational 
practices.  
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Abstract—Stirling engines could potentially produce power 

from renewable fuels or waste heat. This requires engines to be 

developed for medium heat source temperatures. However, 

most optimization studies are on engines for high heat source 

temperatures. Output power and efficiency are often used as 

evaluation factors in the optimization, but there is a tradeoff 

between them. Lower speed increases the efficiency but reduces 

power. The same behavior is observed for most of the design 

parameters. We devised a method to balance power and 

efficiency by maximizing the efficiency among the combinations 

of design parameters for which output power is kept constant. 

We chose the major design parameters as the compression ratio 

and heat conductance ratios of the three heat exchangers, the 

heater, the regenerator, and the cooler. The sum of the heat 

conductances of the heat exchangers, swept volume, and phase-

averaged pressure were kept constant. The relationships 

between efficiency and power output at which maximum 

efficiency is obtained were derived. The optimum design 

parameter values were calculated. 

Keywords—Stirling engine, Engine design, Optimization, 

Efficiency maximization for the same power 

INTRODUCTION 

Stirling engines could harness small-scale waste heat or 
biomass energy. High-performance engines have been 
developed [1][2] but they have been designed for high heat 
source temperatures. Optimization procedures have been 
proposed, for instance, by Organ [3], but they are also for high 
temperatures. It is reasonable to expect that the optimum 
compression ratio depends on the ratio of the heat source and 
sink temperatures since low-temperature difference engines 
have low compression ratios [4]. The effect of temperature 
ratio has only been reported by Nakajima et al. [5]. They 
correlated compression ratio as 

(TK/TH)(Vmax/Vmin)  1 (1) 

where TH and TK are the heat source and sink temperatures, 
respectively, and Vmax and Vmin are the maximum and 
minimum volumes, respectively. 

Stirling engines perform isothermal compression, 
isochoric heating, isothermal expansion, and isochoric 
cooling. The isochoric process is called the transfer process 
hereafter. Cycle work reflects heat transfer in 
compression/expansion processes. To achieve high efficiency, 
during the transfer processes it is important to store and release 
heat in and from the heat storage material, which we call the 
matrix, in the regenerator, a temporary heat storage device. 
The power output of engines is generally the product of cycle 
work and cycle frequency. Thus, a high-speed engine is 
preferable for high power. Since the amount of heat 
transferred in a cycle decreases with speed, the output power 
and engine efficiency have opposite relationships with engine 

speed. Therefore, balancing power and efficiency is important 
in designing Stirling engines. 

Here, we propose a method to balance power and 
efficiency. First, we find the combinations of design 
parameters for which output power is constant, forming a 
surface in a multi-dimensional design parameter space. Then, 
we seek the maximum efficiency point on the surface. This 
gives the relationship between output power and efficiency. 
The designer selects a point in the relationship considering the 
balance of power output and efficiency. Once the power level 
is determined, the optimum design parameter values can be 
determined. A pressure drop due to flow resistance decreases 
output power, but this is neglected because it adds more 
dimensionless parameters and makes the system too 
complicated to analyze. 

GOVERNING EQUATION AND ITS DIMENSIONLESS FORM 

Asummptions and Governing Equations 

The following is assumed for simplicity. 

(1) The volumes of the heater (H), regenerator (R), and 
cooler (K) are neglected. 

(2)  Heat conductances of the heat exchangers take finite 
values of KH, KR, and KK despite assumption (1), where 
the conductance is the product of heat transfer area and 
heat transfer coefficient. 

(3) The working gas in the expansion (high-temperature) and 
compression (low-temperature) spaces changes its state 
adiabatically and immediately becomes uniform on 
mixing. Volumes VE and VC in high- and low-temperature 
spaces change linearly with phase and with zero 
minimum volumes (Fig. 1). 

(4) Flow resistance is negligible, which yields uniform 
pressure at every instance. 

(5) The matrix in the regenerator has sufficiently large heat 
capacity. Its temperature profile is interpolated with a 

 

Figure 1: Volume change with phase 
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cubic spline [6] against the cumulative heat conductance 
from one end. 

(6) The working fluid is an ideal gas with constant gas 
constant R and specific heat cp at constant pressure. 

The governing equations are the conservations of mass and 
energy for the working gas. The mass conservation of the gas 
in the expansion cylinder is expressed by 

.
 

(2) 

Here, P is pressure, VE is volume, TE is temperature, t is time, 
and

 
 is mass flow rate in the direction from the expansion 

space to the compression space. A similar equation is 
constructed for the compression space. The gas flows at the 
same rate throughout the heat exchangers at every instance. 

The conservation of energy for the gas in the expansion space 
is expressed by 

  
(3) 

where cv (= cp − R) is specific heat at constant volume of the 
gas and TEH is gas temperature at the boundary between the 
space and the heater. TEH is TE when the gas flows out, and it 
is determined from Eq. (8) when the gas flows in from the 
heater. The equation for the compression space is the same 
except that subscript E is replaced with C and –

 
is 

replaced with
 

. The conservation of gas energy in the 
heat exchangers must be considered, which is expressed as 

  
(4) 

for infinitesimal volume dV with heat transfer area dAw. Here, 
h is the heat transfer coefficient and Tw is the temperature of 
the heat exchanger wall, which takes constant heat source and 
sink temperatures TH and TK in the heater and the cooler, 
respectively, and a distributed steady value in the regenerator. 
Neglecting the transient term, and introducing dimensionless 
position x defined as  

, (5) 

Eq. (4) is rewritten 

 . (6) 

Here, 
 
is the absolute of

 
, Aw is the cumulative area 

from the heat exchanger inlet, and Awj is the heat transfer area 

in heat exchanger j (= H, R, or K), and the product of h and 

Awj is replaced with heat conductance Kj. When wall 

temperature Tw is expressed with a cubic function of x as 

, (7) 

the gas temperature is 

 

 (8) 

where  

. 
(9) 

A constant of integration is determined from the initial 
condition that gas temperature is T0 at the inlet (x = 0). Heat 
transferred from the wall is the integral of the R.H.S. of Eq. 
(6) with respect to x, and then the heat transferred to the gas in 
heat exchanger j is evaluated from inlet and outlet 
temperatures Tj,in and Tj,out from  

 
. (10) 

Dimensionless Design Parameters 

Taking reference values of swept volume VSW (= Vmax – 

Vmin), phase-averaged pressure P0, heat sink temperature TK , 
and engine speed f in hertz, Eqs. (2), (3), and (6) are rewritten as 

 (11) 

 
(12) 

and 

 
(13) 

with parameters cp/cv, specific heat ratio, and dimensionless 
heat conductances, 

. (14) 

Here, superscript + denotes a dimensionless parameter. The 

reference value of mass flow rate is P0VSW f/(RTK). To find 

optimum design parameters, we include constraints that P0VSW 

and the sum SKj of Kj are constant. Then, the design 

parameters are reduced to relative heat conductances KR/SKj 

and KK/KH, and compression ratio Vmax/Vmin for the given 

conditions of temperature ratio TH/TK and a single gas 

property, cp/cv. Since the sum of SKj has a fixed value, (R/cp)TK 

SKj/(P0VSW) is constant in the speed dimension, and solely 

depends on the specific heat ratio through R/cp. When it is 

denoted with f0, dimensionless speed is written as 

 (15) 

and dimensionless power becomes 

. (16) 

PROCEDURE 

Finding the Tempearture Distribution and Pressure 

The Stirling cycle consists of four processes (Section I). 
Since the compression and expansion spaces are assumed to 
be adiabatic and the processes occur only in a single, uniform 
space, these processes happen isentropically, and temperature 
and work are calculated analytically.  

The following procedure is used to solve Eqs. (2) and (3) 

in the transfer processes. When the temperatures in both 

spaces, TE and TC, the pressure and temperature distribution of 

the matrix are given at an arbitrary phase, we can determine 
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flow rate 
 
and pressure–time derivatives dP/dt from Eq. 

(3) and dTE/dt and dTC/dt from Eq. (2). We employ the Runge–

Kutta method [7] to find P, TE, and TC at the next time step. 

We also determine the gas temperature distribution from TE, 

TC, and 
 
using Eq. (8). We repeat one cycle calculation 

to converge in the following scenarios: when temperatures and 

pressure at phase zero take the same values as those in a phase 

exactly one cycle before; when the sum of the heat added to 

the matrix is zero in a single cycle in each interval bounded by 

two adjacent nodes; and when the phase-averaged pressure 

becomes a designated value. Heat added from the wall is 

calculated from Eq. (10). Work output is also calculated from 

the integration of P with respect to V. The efficiency is 

calculated as the ratio of the work output to the heat added to 

the heater in a single cycle. To improve the accuracy of the 

heat and work calculation, the three-point Legendre–Gauss 

quadrature formula [6] is used with values evaluated at phases 

at the center of 40 uniformly divided phase intervals and at 

phase locations shifted by  of this interval. The 

difference between the net work out and net heat added to the 

whole portion of the engine is within 0.03%, and the 

calculation is performed within this relative error. 

Special treatment at the beginning of the transfer process 

The volume of a space into which the gas flows starts from 
zero. However, because this causes infinite dT/dt, a special 
treatment is used. A detailed description can be found in 
Haramura [9]. 

Additional condition to determine cubic spline for the matrix 

temperature 

We approximate the matrix temperature with a cubic 
spline, which has one end node at each end. Since the energy 
equation is given for each interval and the number of nodes is 
one more than that of their intervals, an additional condition is 
necessary. We choose the condition 

 (17) 

where i denotes the node number. The sum becomes zero 
when the temperature is linearly distributed. Differentiating 
this with respect to temperature at the first (i = 0) node Tw,0 
yields 

 

. (18) 

Since the heat flow between the gas and the matrix determined 
from the temperature difference between them and heat flow 
at each interval is mainly determined from the average 
temperature of the matrix in the interval, the condition 

  
(19) 

is also applied. This gives  

, 
(20) 

and then Eq. (18) is reduced to 

 

 (21) 

where 

.
 

(22) 

RESULTS 

General Tendencies of Output Power and Efficiency 

Figures 3 to 5 show the effect of speed on output power 
and efficiency. Since heat transfer is the most important factor 
for performing a Stirling cycle, the cycle work increases at lower 
speeds, approaching that of the ideal cycle. Output power is a 
product of cycle work and speed; thus, power tends to increase 
with speed, as far as cycle work does not decrease as much. 
Power however levels off and then decreases at high speed 
because the cycle work is reduced by the lower heat transfer. 

Output power behaves as described above for all 
conditions in Figs. 2 to 4. Figures 2(b) to 4(b) show the 
maximum power ( ; solid circles) against speed and the 

speed (open circles)  at which maximum power occurs. 

Figure 2 shows the effect of compression ratio, Vmax/Vmin. 
Output power is small for a low compression ratio, increases 
as the ratio increases, then decreases, especially at low speeds. 
The maximum power against speed varies greatly, reaching a 
maximum at a certain compression ratio. The speed at which 
the power reaches its maximum increases monotonically with 
ratio. Efficiency decreases with speed. The dependency of 
compression ratio is small, except for at extreme values. 

  

 (a) Output power  (b) Maximum power against speed (c) Efficiency 
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Figure 3 shows the effect of heat conductance ratio KK/KH 

of the cooler to the heater. The power is not affected strongly 
by the conductance ratio. The speed at which the output power 
reaches its maximum changes little. The relation between 
efficiency and speed is almost identical, independent of the 
conductance ratio. 

Figure 4 shows the effect of the heat conductance of the 
regenerator, KR. Output power is higher for smaller 
conductance, and any additional regenerator heat conductance 
reduces power. The behavior of the efficiency is complex. KR 
= 0 gives a low efficiency. The efficiency is increased with 
only a small conductance of KR/S Kj = 0.04. Efficiency is high 
for dimensionless conductance of 0.4 to 0.7. However, the 
efficiency at high speed decreases rapidly when the 
conductance of the regenerator is too large, meaning that the 
heat conductances of the heater and the cooler are too small.  

Contour surface with constant output power 

We conclude from the results in Section IV A that the heat 
conductance of the regenerator increases efficiency but 
decreases output power. The best engines are those with high 
power and high efficiency, and there is no simple optimization 
rule to balance these two measures. Therefore, we construct a 
contour surface on which output power is constant for various 
combinations of the design parameters. The combination of 
the parameters at the highest efficiency points on the surface 
are candidate parameters. 

Figure 5 is an example of such contour for TH/TK = 2.5 and 
cp/cv = 1.4. Figure 5(a) and 5(b) show  = 0.7 and 

0.5, respectively. The axes for heat conductance ratio KK/KH 
of the cooler to the heater and compression ratio Vmax/Vmin are 
logarithmic, and the axis for the conductance proportion of the 
regenerator KR/S Kj is linear. The surface indicates that the 
combination of KK/KH, Vmax/Vmin, and KR/S Kj on which output 
power has a certain fraction of the absolute maximum power, 
which is obtained at KR = 0. The combinations of the rest of 
the parameters are listed in Table 1. Color indicates efficiency 
with a scale on the right. 

The efficiency increases with increasing regenerator 
conductance and the efficiency changes greatly with the 
location on the surface where output power is constant. A 
curve on the surface where efficiency takes the same value 
spreads wide in the KK/KH direction but less in the Vmax/Vmin 
direction. This is reflected by the behavior shown in Section 
IV A. The maximum efficiencies on the contour surface are 
0.182 and 0.212 for  = 0.7 and 0.5, respectively. 

This condition is obtained under the condition that the partial 
derivatives of power , the maximum power on speed, with 

respect to KK/KH and Vmax/Vmin are both zero. Derivatives are 
approximated with a finite difference for ±10% and ±2% shifts 
of the variables. 

Optimum design parameters 

Assuming that the optimum condition is the combination 
of design parameters at which efficiency reaches its maximum 
on the contour surface, we can find the relation between 
relative maximum power  and efficiency. This is 

Figure 2:  Effect of speed and compression ratio 

  

 (a) Output power (b) Maximum power against speed (c) Efficiency 

Figure 3:  Effect of speed and heat conductance ratio of the cooler to the heater 

 

 (a) Output power (b) Maximum power against speed (c) Efficiency 

Figure 4: Effect of speed and heat conductance in the regenerator 
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shown in Fig. 6 for eight combinations of cp/cv and TH/TK 
(Table 1). 

When output power is near the absolute maximum, 
efficiency is low, but as output power decreases, the efficiency  
rapidly increases and then increases at a constant rate from 

Table 1: Absolute maximum power obtained for zero 

regenerator conductance 

cp/cv TH/TK Vmax/Vmin KK/KH  

7/5 2.5 2.583 1.129 0.0390 

2.0 2.047 1.099 0.0202 

1.6 1.759 1.099 0.00841 

1.25 1.258 1.033 0.00169 

5/3 2.5 1.764 1.109 0.0268 

2.0 1.536 1.084 0.0139 

1.6 1.393 1.094 0.00575 

1.25 1.148 1.028 0.00115 
 

90% to 20% of the absolute maximum. The increase is 
greater as the power approaches zero. Three horizontal lines 
on the left side of the graph show   for TH/TK 

<= 2, which is proposed by Curzon and Ahlborn [5] as the 
maximum efficiency of a Carnot engine for which output 
power is maximized. Our results approach 70%–80% of this 
efficiency. This reduced efficiency may come from the 
irreversibility of the mixing of gas stays in and flows into a 
space with different temperatures. The efficiency may 
exceed the Curzon–Ahlborn efficiency for a lower speed. 

The optimum values of design parameters are plotted in 
Figs. 7 to 9. Figure 7 shows the optimum compression ratio, 
which does not change much as the target power is reduced 
but increases greatly as the temperature ratio increases. This 
quantitative dependency is shown in Fig. 7(b) using the 
optimum compression ratio for the condition where the 
target power is 60% of the absolute maximum. The 
optimum compression ratio is correlated as 

 
for 

  

 (23a) 

 
for .  (23b) 

Correlation (1) of Nakajima et al. [5] based on air engines 
is identical to the present results in Eq. (23a). 

Figure 8 shows the optimum heat conductance ratio of 
the cooler to the heater. The ratio falls in a narrow range of 
1.05–1.3, although it is larger for higher heat source 
temperature and for lower specific heat ratio.  

Figure 9 shows the optimum heat conductance of the 

regenerator, which is a unique function of  

independent of any combination of prescribed parameters 

and is expressed by  

 
. (24) 

 

Comparison with existing emgines 

Table 2 shows the comparison with existing engines. 
The constant Nusselt number is assumed to obtain the heat 
conductance ratio, although this is not true for a wire netting 
matrix. Missing data († or ‡) are completed as shown. Most 
engines were designed for a high temperature ratio of 
around 3. 

The compression ratios are near the present optimum 
values for three out of four helium engines. Values of KK/KH 
vary widely among existing engines. Since the heater is 
usually constructed with a tube bundle heated with a 
combustion frame, thin tubes are avoided because of burn-
out or ash clogging. This may make KH smaller, and thus 
increase KK/KH. Many existing engines have large KR/S Kj 
near unity and do not match the present results. 
Emphasizing high efficiency resulted in this large 
conductance, but it seems overdoing because power would 
decrease so much. 

CONCLUSION 

We proposed a new way to balance the two major 
evaluation factors, output power and efficiency, in a Stirling 
engine design in which efficiency is maximized for the 
same power. The contour surface of Fig. 5 verifies the 
suitability of our method. 

   

 (a)   = 0.7 (b)  = 0.5 

Figure 5:  Contour surface of output power for various combinations of design parameters and efficiency 
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A designer should select the optimum point from Fig. 6, 
depending on their priority for power or efficiency. The 
three optimum design parameters are shown in Figs. 7 to 9. 
The optimum value formulae are given as Eqs. (23a), (23b), 
and (24) for compression ratio and regenerator heat 
conductance. 

Further studies using multi-component analysis should 
be performed using our optimization method. 

 

 

 

 

Table 2 Design parameters of existing engines 

 Gas TH/TK VdE/VSW VdH/VSW VdR/VSW VdK/VSW VdC/VSW 
Vmax/Vmin 

actual | optimum 
(Eq. (23)) 

KK/KH KR/S 
Kj N-Beale 

PHILIPS 400 HP/CYL [10] He 3.09 0.0057† 0.241 0.298 0.0956 0.0057† 2.548 1.99 4.409 0.375 0.151 

ALLOSPM PD46 [10] He 2.67 0.0352† 0.3388 0.7332 0.1033 0.0352† 1.803 1.81 1.005 0.998 0.076 

CLAPHAM 5.0CC [10] He 3.07 0.0635† 0.4118 0.354 0.162 0.0635† 1.948 1.98 0.400 0.718 0.058 

MELSE II [11] He 3.04 0.115‡ 0.272 0.432 0.092 0.115‡ 1.974 1.97 2.403 0.996 0.106 

GPU 3 [10] H2 3.28 0.1016 0.595 0.461 0.1117 0.1795 1.690 3.28 1.443 0.995 0.182 

USS P-40/4-95 [10] H2 3.07 0.1714‡ 0.2463 1.298 0.209 0.1714‡ 1.477 3.07 7.705 0.998 0.336 

PHILIPS MP1002CA [10] Air 2.92 0.1266 0.0918 0.316 0.0918 0.1495 2.289 2.92 1.000 0.969 0.117 

Tomcat10 [12] Air 2.93 0.409‡ 0.227 0.874 0.227 0.409‡ 1.466 2.93 1.000 0.659 0.184 

AP1R-1/250 [13][14] N2 1.93 NA NA NA NA NA 1.34 1.93 NA NA 0.078 

†: Assumed 1 mm clearance of the piston for a coaxial 
displacer engine. 

‡: 1 mm high clearance + theoretical minimum dead volume 
of  for a two-cylinder engine. e is the 

phase shift of the volume change. 

Beale number (N-Beale) =  , NA: not available.  

 

 

(a) Compression ratio vs. power (b) Change with temperature ratio 

Figure 6: Efficiency change with maximum power Figure 7:  Optimum compression ratio 

 

Figure 8: Optimum heat conductance ratio of cooler to heater 

 

 

Figure 9: Optimum regenerator heat conductance 
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Abstract— As the global focus on combating environmental 

pollution intensifies, the transition to sustainable energy 

sources, particularly in the form of electric vehicles (EVs), has 

become paramount. This paper addresses the pressing need for 

Smart Charging for EVs by developing a comprehensive 

mathematical model aimed at optimizing charging station 

management. The model aims to efficiently allocate the power 

from charging sockets to EVs, prioritizing cost minimization 

and avoiding energy waste. Computational simulations 

demonstrate the efficacy of the mathematical optimization 

model, which can unleash its full potential when the number of 

EVs at the charging station is high. 

Keywords—Smart Charging, EVs, Optimization Model, 

Sustainability, Transportation, Energy, Electricity. 

INTRODUCTION 

In light of the intensifying environmental crisis, the 
imperative to transition towards sustainable energy solutions 
has become more pressing than ever. Central to this transition 
is the widespread adoption of electric vehicles (EVs) [1], [2], 
which offer a promising avenue for curbing pollution and 
mitigating climate change. However, the effective integration 
of EVs into our daily lives necessitates innovative approaches 
to address the challenges posed by their charging 
infrastructure. 

Until now, most of the literature concerning electrical 
vehicles have focused on issues related to electricity and 
power grid [3]. Data-driven models to reduce EVs impact on 
the grid itself have been investigated [4], helping to mitigate 
the risk of overloading the electrical infrastructure finding 
ways to shift the charging to off-peak hours [5], ensuring a 
stable and reliable supply of electricity. Furthermore, 
considering the limited driving range of EVs, they may need 
to be recharged frequently, especially across long journeys. 
Consequently, the convenience of charging becomes a 
primary concern for EV owners and some studies on charging 
stations location problem have been conducted trying to help 
this crucial research field [6], [7], even by applying 
reinforcement learning techniques [8]. 

On the other hand, our approach deviates from this 
dominant trend, instead focusing on the optimization of a 
single charging station when facing the EVs requirements. To 
predict the charging duration and energy demand of EVs,  a 
hybrid kernel density estimator that uses both Gaussian- and 
Diffusion-based approach has been developed [9]. Moreover, 
while there are two types of interaction between vehicles and 
the charging sockets of charging stations, namely grid-to-
vehicle (G2V) and vehicle-to-grid (V2G) [10], our model 
focuses on grid-to-vehicle interaction. The V2G interaction, 
on the other hand, allows for the development of more 
intricate and complex models, for example involving the use 
of Particle Swarm Optimization (PSO) [11], but has the 
serious drawback of damaging the integrity and longevity of 
EV batteries in the long run [12], making this technology less 
sustainable. This underscores the need for Smart Charging 
optimization methods to efficiently manage and charge 
electric vehicles (EVs). 

Unlike traditional charging methods, Smart Charging 
leverages advanced technologies and data-driven algorithms 
to optimize the utilization of charging stations. By 
intelligently allocating resources and dynamically adjusting 
charging schedules, Smart Charging aims to enhance 
operational efficiency, reduce costs, and alleviate strain on the 
electrical grid. In essence, Smart Charging transcends the 
mere act of replenishing the energy reserves of EVs; it 
represents a holistic approach towards reimagining the entire 
charging ecosystem. From minimizing peak load demand and 
optimizing energy distribution to promoting renewable energy 
integration and accommodating varying user needs, Smart 
Charging embodies the convergence of sustainability, 
efficiency, and innovation [13].  

Optimization frameworks on smart charging for EVs have 
seen a growing interest starting from the past decade. In [14] 
an heuristic method considering the State of Charge (SoC) has 
been proposed to minimize the charging costs. A real-time 
management system for the EV charging process is proposed 
in [15], which identifies the optimal charging periods for each 
EV with the aim of reducing peak load. Home charging is also 
worth studying due to the growing number of private EV 
owners, and an empirical study in [16] lead to an optimal 
schedule model for home charging at minimum cost. In [17], 
they propose an optimization model that maximizes the profit 
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of an EV aggregator in charging stations which is formulated 
as a mixed-integer linear programming problem. 

Our research distinguishes itself by emphasizing the 
optimization of decision-making processes within the 
charging station, building a mathematical optimization model 
introduced in Section 0, formulated as a Linear Programming 
problem (LP) and therefore can be solved efficiently using 
polynomial-time algorithms. Our objective in this paper is to 
assume the perspective of a charging station owner, 
optimizing the EVs charging process from a business point of 
view. We tackle the complexities of internal station 
management, deciding which vehicles to charge and for how 
long, as well as how much power to allocate to that EV, in 
order to help maximizing operational efficiency and reduce 
overall operational costs due to EVs charging process. 
Additionally, in Section 0 a Robust Optimization approach is 
provided for dealing with real-world uncertainties in input 
data such as variations in electricity prices and energy demand 
by EVs, encompassing the broader goal of system resilience 
and reliability. The main results of the cost-saving effects 
brought by the introduced optimization model are highlighted 
in Section 0, showing a huge potential of this model especially 
when the number of EVs grows. This innovative approach 
aims to make a significant contribution to the development of 
the field of Smart Charging both in the present and future of 
transportation. 

NOMINAL OPTIMIZATION MODEL 

Some simple strategies have already been taken into account 
when dealing with EV’s recharge, like the "First Come, First 
Served" (FCFS) principle [18] which ensures fairness by 
serving vehicles in the order they arrive. However, it doesn't 
consider factors like changing energy prices or demand 
patterns, which can lead to higher costs for charging stations. 
Furthermore, the risk of overloading the electricity grid must 
be considered. By using more flexible strategies, like 
adjusting prices based on demand or prioritizing urgent 
charging needs, stations can save money while still being fair 
to all users and can mitigate electricity demand peak. This 
helps make electric transportation more sustainable and 
affordable for everyone.  

 

Figure 1: Charging station structure related to our model. 

 

As already mentioned, this paper aims to look at the 
business opportunity provided by the smart charging 
optimization problem from the charging station’s owner point 
of view. Figure 1 represents the scheme of the charging station 
as we think of it. The electricity is bought from the market and 
stored in the electricity distributor inside the charging station. 
Every charging socket in the charging station has its own 
power but they all share a common total power from the 
electricity distributor. The optimization model proposed in 
Eq. (1) aims to minimize the management costs of an EV 
charging station. These costs are associated with energy 

consumption, which the charging station must purchase from 
external suppliers following electricity market prices, 
assuming it does not have its own energy production, such as 
from solar or photovoltaic panels. Additionally, we consider 
that the sale of electricity from the charging station to EV 
customers always occurs at the same price, so that maximizing 
the charging station's profits is equivalent to minimizing costs.  

Our optimization model deals with the power allocation to 
N electrical vehicles over a discrete time horizon of T steps of 
duration Δ, considering the variable Y such that 𝑌𝑡𝑖 is the 
power allocated to vehicle i at time t: 

𝑝∗ = min:
𝑌
∑𝑓𝑡

𝑇

𝑡=1

((1 +  𝑦𝑡
0) ⋅ ∑ 𝑌𝑡𝑖

𝑖:𝑡 ∈ [𝑎𝑖,𝑑𝑖]

) 

𝑠. 𝑡.  ∑𝑌𝑡𝑖

𝑑𝑖

𝑡=𝑎𝑖

≥ 𝐿𝑖 ,  𝑖 = 1,… , 𝑁 

        ∑ 𝑌𝑡𝑖

𝑁

𝑖 = 1

≤ 𝐶𝑡,  𝑡 = 1,… , 𝑇 

                      0 ≤ 𝑌𝑡𝑖 ≤ 𝑠𝑡 ,  𝑡 = 1,… , 𝑇, 𝑖 = 1,… , 𝑁. 

(1) 

Where: 

𝑓𝑡: ℝ → ℝ, 𝑡 = 1,… , 𝑇, are convex increasing functions 
that encode the cost of energy at time t. In particular, if 
we assume that 𝑓𝑡(𝑧𝑡), 𝑧𝑡 ∈ ℝ 
is linear ∀𝑡, e.g. 𝑓𝑡(𝑧𝑡) = π𝑡 ⋅ 𝑧𝑡  
then the above Eq. (1) is a linear problem (LP). 

𝑦0 is a given T-dimensional-vector that corresponds to a 
systematic waste of energy during the charging 
process, for example as heat generation. We have a 
waste of energy if and only if the charging port is active 
at time t. The more energy we allocate, the more 
energy is waste. Theoretically, 𝑦𝑡

0 is depending on 
time, but for this paper we suppose it to be fixed as a 
small percentage as 1%. 

𝐿 ∈ ℝ𝑁 is the load vector, that is 𝐿𝑖  
 is the required energy demand 𝐸𝑖  
for the i-th vehicle, divided by the time step length ∆. 

(𝑎𝑖 , 𝑑𝑖) are arrival and departure times for vehicle i. Of 
course the difference between 𝑑𝑖 and 𝑎𝑖 corresponds to 
the total parking time of vehicle i. Intuitively, we have 
1 ≤ 𝑎𝑖 , 𝑑𝑖 ≤ 𝑇. Address uncertainty to the EVs’ 
arrival process rather than a scenario-based one, can be 
tricky and goes beyond the scope of this work. 

𝐶𝑡 is the maximum power generated by the station at time 
t. 𝐶𝑡 may include a time-varying term that takes into 
account the self-production, coming, e.g., from solar 
panels. Although in general 𝐶𝑡 can be time-varying, we 
consider a fixed 𝐶𝑡 =  𝐶, 𝑡 = 1,… , 𝑇 when dealing 
with simulations, because we address the focus of the 
optimization on the on the time-varying electricity 
prices and load vectors issues. 

While 𝐶𝑡 is considered as the global charging station 
budget, 𝑠𝑡 instead is the maximum power generated by 
a single charging socket and of course is an upper 
bound for the variable 𝑌𝑡𝑖. For the same reason as 𝐶𝑡, 
we also consider a fixed 𝑠𝑡 =  𝑠, 𝑡 = 1,… , 𝑇. 

The costs consist of a fixed component 𝑦0, for example, 
due to the activation of the plug for charging or setup costs, 
and a variable component that naturally increases with the 
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amount of electricity used. We assume that every charging 
plug has the same power, so that the cost generated by them is 
considered regardless to which plug is used to charge. The first 

constraint ∑ 𝑌𝑡𝑖
𝑑𝑖
𝑡=𝑎𝑖

≥ 𝐿𝑖 ,  𝑖 = 1,… , 𝑁, is a kind of demand 

satisfaction, explaining that the total energy delivered to each 
vehicle i must be greater or equal than its total energy request 

𝐿𝑖. The second constraint ∑ 𝑌𝑡𝑖
𝑁
𝑖 = 0 ≤ 𝐶𝑡 ,  𝑡 = 1,… , 𝑇, is 

instead a budget constraint, assuring that at each time instant t 
the total power delivered by the station is never greater than 
the station’s power capacity 𝐶𝑡. If we had wanted to 
emphasize the cost-saving objective more in the optimization 
model, we would have avoided imposing a direct budget 
constraint, opting instead to incorporate a penalty into the 
objective function for exceeding the budget. In our context, 
it's important to highlight that the goal of the model is also to 
promote energy sustainability by preventing grid overload, 
despite the potential for greater cost savings from overloading. 
This balance is crucial to ensure the long-term stability and 
efficiency of the energy system, thereby contributing to the 
overall sustainability of the energy infrastructure. Finally, 0 ≤
𝑌𝑡𝑖 ≤ 𝑠𝑡 ,  𝑡 = 1,… , 𝑇, 𝑖 = 1,… , 𝑁, states that each variable 
𝑌𝑡𝑖 must obviously be non-negative, since it represents power 
directionally allocated to vehicle i at time t, and has 𝑠𝑡 as upper 
bound.  

In order to simplify the representation and the simulations 
code, we use a binary matrix A of size 𝑇 × 𝑁 to encode arrival 
and departure times (𝑎𝑖 , 𝑑𝑖). Each element 𝐴𝑡𝑖 equals 1 if t 
falls into the interval [𝑎𝑖 , 𝑑𝑖] for vehicle i, 0 otherwise. This 
matrix allows us to condense the information regarding the 
arrival and departure times of each vehicle into a more 
compact format. With this matrix representation, we can 
reformulate the optimization problem stated above in a more 
concise matrix form useful for Matlab simulations: 

min: 
𝑌

𝐹(𝑑𝑖𝑎𝑔(𝐴𝑌𝑇)  +  𝑦0 ⋅ 𝑑𝑖𝑎𝑔(𝐴𝑌𝑇)) 

𝑠. 𝑡. :   𝑑𝑖𝑎𝑔(𝐴𝑇𝑌) ≥ 𝐿, 
            𝑑𝑖𝑎𝑔(𝐴𝑌𝑇) ≤ 𝐶, 
            𝑌 ≥ 0, 
            𝑌 ≤ 𝑠. 

(2) 

Where: 

• 𝐹:ℝ𝑇 → ℝ aggregates all the cost functions 𝑓𝑡, that 
is 𝐹(𝑧) ∶=  ∑ 𝑓𝑡(𝑧𝑡),  𝑧 ∈ ℝ𝑇𝑇

𝑡=1 . 

• The diagonal elements of the N×N-dimensional 
matrix 𝐴𝑇𝑌, say (𝐴𝑇𝑌)𝑖𝑖 , are the total power 
absorbed by the vehicle i during its whole charging. 

• The diagonal elements of the T×T-dimensional 
matrix 𝐴𝑌𝑇, say (𝐴𝑌𝑇)𝑡𝑡, are the total power 
available at time t. 

• L and C are respectively the vectors related to the 
power requirement and the capacity (i.e. energy 
available). Finally, 𝑠 is the vector related to the single 
socket maximum power generated. 

ROBUST OPTIMIZATION OVERVIEW 

The sources of uncertainty considered in this optimization 
model are related to electricity prices π𝑡 and to load vectors 
𝐿𝑖, i.e. energy required by EVs. The electricity price fluctuates 
not only periodically with time (during a day of operation 
there are peak-price periods and low-price periods, e.g., at 
night) but also in response to unforeseeable network and real-
time electricity market conditions, which can be difficult to 
forecast. Concerning the energy demand from EVs, we do not 

know exactly in advance how much energy each vehicle 
would need to be charged. Several factors affect this 
uncertainty and a huge problem may arise during peak hours 
if there are many EVs in the charging station needing a great 
amount of charge. These uncertainties can be characterized by 
the fact that the objective function and constraints of the 

problem are dependent on additional parameters 𝑢 ∈ 𝒰 ⊂ ℝ𝑑, 
which represent the uncertainties. The functions 𝑓𝑖(𝑥, 𝑢), 
which can be either objective function or constraint, 
represent the uncertain components of the problem. 
Depending on the approach chosen to define and manage 
uncertainty, various methods for optimization under 
uncertainty are available.  

In this paper, the two robust optimization methods used to 
deal with uncertainties in electricity prices and in load vector 
are respectively the norm-bounded uncertainty in dimension 2 
and the interval uncertainty [19]. In formula, a norm-bounded 
uncertainty set (a.k.a. norm ball) is a set of the form: 

𝒰: {𝑢: ‖𝑢 − 𝑢̂‖𝑝 ≤ r} = {𝑟 = 𝑢̂ + 𝑟𝑧: ‖𝑧‖𝑝} ≤ 1 (3) 

Where 𝑢̂ is the center of the ball, 𝑟 is its radius, and 𝑝 denotes 
the type of norm, typically 𝑝 = 1,2,∞. In particular, in the 
common case when 𝑝 = 2 the norm ball is a hypershpere and 
the problem is a second order cone programming (SOCP) 
problem. For our specific smart charging problem in Eq. (2), 
we assume that 𝜋, i.e. the time-varying vector encoding 
electricity prices, is only known up to a sphere: ‖𝜋 − 𝜋̂‖2 ≤
𝑟, where the “nominal” cost 𝜋̂ ∈ ℝ𝑇  and the uncertainty level 
𝑟 ≥ 0 are both known. The robust counterpart to the model in 
Eq. (2) with linear prices π  is the SOCP: 

min: 
𝑌

π ⋅ (𝑦0 + 𝑑𝑖𝑎𝑔(𝐴𝑌𝑇)) +  r ⋅ ‖𝑦0 + 𝑑𝑖𝑎𝑔(𝐴𝑌𝑇)‖2 

 𝑠. 𝑡. :   𝑑𝑖𝑎𝑔(𝐴𝑇𝑌) ≥ 𝐿, 
            𝑑𝑖𝑎𝑔(𝐴𝑌𝑇) ≤ 𝐶, 
            𝑌 ≥ 0, 
            𝑌 ≤ 𝑠. 

(4) 

We observe that when 𝑟 = 0, we recover the nominal problem 
with fixed costs, because the uncertainty ball has radius 0, 
while for 𝑟 large, the solution drives toward the problem with 
quadratic costs instead of linear. 

 In practice, due to uncertainty on the initial charge of 
vehicles, also the load vector L is uncertain. Assume for 
example that the load vector L is only known to satisfy 𝐿 ∈

[𝐿, 𝐿], where the lower and upper bounds 𝐿 and 𝐿 are known 

somehow. The robust counterpart has a trivial expression, in 
the same form as Eq. (4), but with values of L replaced with 

their worst-case (largest) values 𝐿, which means: 

min
𝑌
:    𝜋 ⋅ (𝑑𝑖𝑎𝑔(𝐴𝑌𝑇)  +  𝑦0 ⋅ 𝑑𝑖𝑎𝑔(𝐴𝑌𝑇)) + 

               + r ⋅ ‖𝑑𝑖𝑎𝑔(𝐴𝑌𝑇)  +  𝑦0 ⋅ 𝑑𝑖𝑎𝑔(𝐴𝑌𝑇)‖2 

 𝑠. 𝑡. :   𝑑𝑖𝑎𝑔(𝐴𝑇𝑌) ≥ 𝐿, 
            𝑑𝑖𝑎𝑔(𝐴𝑌𝑇) ≤ 𝐶, 
            𝑌 ≥ 0, 
            𝑌 ≤ 𝑠. 

(5) 

In some practice applications, if the infrastructure of the 
charging station allows to measure, at charging time, the 
actual desired load from EVs, then an affine recourse strategy 
may improve the performance of robust optimization. 

SIMULATIONS AND RESULTS 

After the optimization model theoretical introduction, we 
want to show the benefits that this smart charging approach 
can give to one charging station’s finances. With this aim, we 
perform numerical simulations comparing our model in Eq. 
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(1) to a more trivial charging decision algorithm like the First 
Come First Served (FCFS) process. This standard algorithm 
states that, whenever an EV enters the charging station, it is 
put into charge if the total amount of energy deliverable by the 
charging station allows it. In formula, the power allocated to 
vehicle 𝑖 at time 𝑡, say 𝑋𝑡𝑖, is: 

𝑋𝑡𝑖 = 𝑚𝑖𝑛([𝑠𝑡 , 𝐿𝑖
𝑟𝑒𝑠 , 𝐶𝑡

𝑟𝑒𝑠]) (7) 

If the charging station is full when an EV arrives, it must 
wait until another EV completes its recharge. In fact, when the 
total power deliverable by the charging station 𝐶𝑡 is already in 
use for other Evs, we will have 𝐶𝑡

𝑟𝑒𝑠 = 0 in Eq. (7) forcing 
into 𝑋𝑡𝑖 = 0. 𝐿𝑖

𝑟𝑒𝑠 is instead the residual energy required by 
vehicle 𝑖 considering the charging already done in the 
previous time steps, so that if an EV needs a small amount of 
energy, the algorithm gives it only the amount needed in order 
to avoid waste of energy and useless costs. The decision 
process in Eq. (7) is a standard procedure currently adopted by 
many charging stations which do not use smart charging 
methods. It is a basic method which already takes care about 
the energy waste, therefore is better than other simpler 
algorithms. The weakness of this method is that it does not 
consider the changing electricity prices during the different 
time instants 𝑡, instead it aims to charge the EVs as soon as 
possible. This can be a reasonable decision, but if we know 
that an EV stays parked in the station for a long time, a smart 
charging method that considers time-varying electricity prices 
can improve the performances and optimize the cost-saving. 

The operational cost minimization is obviously related 
also to a lower use of electricity and leads to a greener 
economy. To show the benefit of our approach, we run 
MATLAB simulations comparing the optimization model in 
Eq. (2) with the more trivial algorithm just introduced in Eq. 
(7). The input data considered are taken from the Caltech 
university charging station in California (USA) [20], which 
provides a common and open-source dataset useful to conduct 
analysis on EVs. The specific dataset that we used to generate 
in our simulations both the load vector 𝐿 and the EVs arrival 
scenarios 𝐴 contains records for 861 days, starting from 25-
Apr-2018. The final day recorded in our Caltech.csv dataset is 
12-Apr-2021. The dates within the dataset are not always 
consecutive, as there are 223 missing dates. Most of the 
missing dates are after 19-Mar-2020, which marks the 
beginning of the lockdown in California due to the COVID-
19 pandemic [21]. Other missing days may be attributed to 
days when no electric vehicles visited the charging station, 
especially on Sundays. Despite the gaps, we can consider each 
recorded day as a separate scenario, each providing its own set 
of input data for the model. This means that each day, 
regardless of continuity, offers a unique dataset that can be 
independently analyzed and modeled.  

The dataset contains records of EVs’ arrival and departure 
time, charging duration and total energy absorbed in kWh. 
From this data, we can easily compute the input matrix 𝐴 and 
the load vector 𝐿 of energy required by EVs for each day in 
kWh, considering a fixed time horizon 𝑇 = 24 hours, i.e. 24 
optimization time steps. The other parameters of the model 
have been fixed: 𝑦𝑡

0 even if theoretically can vary in time, has 
been set to a reasonable small value; 𝐶𝑡 and 𝑠𝑡 can also depend 
on time, but we chose to refer to the exact values of Caltech 
charging station [22]. It is not easy to extract electricity prices 
data from California, since we need hour-by-hour prices 
information. The input vector 𝜋 used comes from the open 
source European electricity prices [23], specifically from 
Italy, considering the same day as matrix 𝐴 and vector 𝐿 refer 

to, in order to have coherent scenarios. Be aware that, even if 
the electricity prices do not correspond to the same 
geographical area of the EVs data, our model is consistent and 
general enough to be applied to different electricity prices. In 
fact, different electricity prices schemes only affect the 
percentage of cost-saving, and do not undermine the model 
efficiency. All input data are summarized in Table 1: Input 

values for simulations. 

Table 1: Input values for simulations 
Input data Value 
𝐴, 𝐿 Estimated from Caltech data 

𝑦𝑡
0 0.01, ∀𝑡 
𝐶𝑡 300 𝑘𝑊,∀𝑡 
𝑠𝑡 7 𝑘𝑊,∀𝑡 
𝜋 Italian electricity prices in € 

 

 Already analyzing the simulation performed on the first 
day of the dataset, i.e. 25-Apr-2018, it is clear that the time-
aware approach with respect to electricity prices benefits a lot, 
compared to the trivial algorithm decision process in Eq. (7). 
In fact, the huge cost-saving on this specific day is 28.98%. 

 

Figure 2: Total power allocated to EVs during one single day (25-

Apr-2018), divided by hours. 

 
Figure 2: Total power allocated to EVs during one single day (25-

Apr-2018), divided by hours. shows the total power allocated by 
the two methods over the whole charging station, for each time 
step. We can notice that while the trivial algorithm allocate 
power to charge EVs as soon as they enter the charging 
station, our optimization model aims to charge as much as 
possible when the electricity price is lower during the day. 

 

Figure 3: Total money saved for each day, over 365 scenarios 

simulations, starting from 25-Apr-2018. 

 
 It is easy to understand that applying this reasoning to a 
bigger number of EVs, manages to achieve an higher cost-
saving. The scatter plot in Figure 3 shows the positive 
correlation between the number of EVs entering the charging 
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station during the whole day and the amount of money saved 
on that day, due to our model’s smart allocation of the 
recharging power. Each blue dot in Figure 3 represents one of 
the 365 days over the simulation horizon. The cost-saving 
percentage obtained by applying our optimization model 
every day for 365 days scenarios is 8.78% on average, with a 
maximum cost-saving of 55.25% and a minimum of 0.66%, 
obtained on 31-Dec-2018 when only 7 EVs visited the 
charging station due to New Year’s Eve.  

 The scatter plot in Figure 3Σφάλμα! Το αρχείο 
προέλευσης της αναφοράς δεν βρέθηκε. implicitly suggests 
a huge potential of smart charging for the future, when the 
number of Electric Vehicles will increase in order to obtain a 
greener economy for a long-term sustainable world. This 
smart charging optimization model fits well the long-term 
needs because we can save always more money when we 
apply this power allocation decision process over a longer 
time period, as shown in the area plot in Figure 4. A 2-year 
long simulation period, i.e. 730 different scenarios, shows the 
potential of our smart charging mathematical model when it is 
continuously applied to reduce the operational costs of a 
charging station. The optimized cost are always lower than the 
cost obtained by applying the trivial decision algorithm for 
EVs charging, and this gap is growing in time also due to the 
higher number of EVs on the market. The average cost-saving 
percentage over 730 scenarios is 8.95%. 

 
Figure 4: Total operational cost in time, over a 730 scenarios 

period starting from 25-Apr-2018. 

 

      In Figure 4 we can notice that the cost is increasing quite 

fast in the first half of the simulation time period, while it 

becomes more flat in the second half. This is surely an effect 

of fewer EVs coming to the charging station after the 

outbreak of COVID-19 pandemic. In fact, not only after the 

19-Mar-2020 there are a lot of missing days in the dataset, 

but there are reasonably also many days with very few EVs. 

More in details, the average number of EVs among the 861 

scenarios is 30.1. Another computational simulation has been 

performed considering only the 455 scenarios with number of 

EVs 𝑁 ≥ 30, obtaining an average cost-saving percentage of 

9.88%. A summary of the simulation results is exposed in 

Table 2, comparing the different costs obtained applying 

either the trivial decision algorithm or the smart charging 

optimization model, with same input parameters as in Table 1 

but different settings related to number of scenarios 𝑇 and to 

filtered condition on the number 𝑁 of EVs in each scenario. 

Here the Trivial Cost and the Optimized Cost are computed 

by summing up all the daily operational costs over the 

number of scenarios 𝑇. The numbers in Table 2 indicate once 

again that the smart charging optimization model has a huge 

potential in cost-saving during the days with a lot of EVs in 

the charging station. In fact, in the dataset there are 574 

scenarios out of 861 where the number of electric vehicles 

(EVs) is at least 10, accounting for exactly two-thirds of the 

dataset. However, these 574 scenarios generate almost 97% 

of the total operational costs either we consider the trivial 

algorithm or the mathematical optimization model. 
Table 2: Simulations results summary. 

T EVs 

Number 

Trivial 

Cost 

Optimized 

Cost 

Average 

Cost-Saving 

100 N>0 2890.03€ 2642.52€ 8.56% 

365 N>0 10454.64€ 9554.42€ 8.61% 

861 N>0 14033.47€ 12780.11€ 8.93% 

574 N≥10 13599.24€ 12370.08€ 9.04% 

455 N≥30 12579.39€ 11430.53€ 9.13% 

CONCLUSIONS AND FUTURE WORKS 

Smart Charging is a research field that has recently 
attracted the attention of the world and is developing day by 
day. The EVs market is still at the beginning of its expansion, 
but it is only a matter of time that it is going to exponentially 
grow, since the climate crisis is striking more and more, and 
many governments have already adopted some preventive 
measures that will lead to an always higher number of EVs in 
the streets. Of course, charging stations already adopt decision 
algorithms to determine a strategy to follow when many EVs 
approach the station. Anyway, not always the decision made 
turns out to be optimal. In fact, we have shown that following 
a Smart Charging optimization model significantly reduces 
the charging station operational cost, while keeping the same 
service level and customer satisfaction. 

The mathematical optimization model presented in this 
paper utilizes a time-aware strategy to efficiently allocate the 
energy needed for each EV to recharge, intelligently selecting 
the time interval and vehicle to charge in order to minimize 
the operational costs associated with purchasing electricity 
from the power grid by the charging station. This smart 
charging model indeed ensures an average 9% cost saving 
compared to a standard algorithm when tested across 730 
days, i.e. 730 different scenarios related to vehicle arrivals, 
EVs energy requirement, and electricity costs. Moreover, this 
model, allows for good flexibility to be used within the realm 
of robust optimization, aiming to find an optimal smart 
charging policy even when the input parameters are uncertain. 

Although our model reach interesting results in 
optimization, there are some aspects that deserve to be taken 
into account as potential improvements. The objective 
function of the proposed optimization model focuses on the 
cost-saving without considering the profitability of the 
charging station. If the electricity is sold to the customer at a 
fixed price, then this approach can be considered optimal. 
However, challenges arise when the prices of electricity vary 
over time or if discounts are offered for extended charging 
periods. In that case the potential of our smart charging 
optimization model would significantly grow, but it could be 
convenient to re-formulate the optimization problem under a 
profit maximization point of view for the objective function. 
This idea can easily fit a company needs in the real-world, but 
these non-linearities are going to significantly complicate the 
model and its computational resolution.  

Another consideration about the proposed optimization 
model is the assumption that all charging sockets have 
uniform power output. However, it's worth noting that many 
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charging stations currently offer various types of sockets with 
different charging capabilities, such as slow, standard, or fast 
charging. These distinctions not only affect the charging speed 
but can also influence pricing, introducing additional 
complexity to the optimization process. Our model already 
incorporates factors like electricity cost fluctuations over time 
and manages to efficiently schedule EV recharges based on 
their parking durations, as outlined in matrix A. Should the 
charging station feature different socket types, exploring the 
interplay between EV energy requirements and parking 
durations could potentially yield even more optimal charging 
schedules. As already mentioned, the EV market is likely to 
grow in the next few years, and when this happens it could be 
useful to consider adding an upper bound constraint on the 
cardinality of the optimization problem solution. Some 
constraint relaxation techniques may help keeping the 
computational problem at an acceptable difficulty despite a 
non-linear cardinality constraint. 

Considering what we have observed and the few 
assumptions made to deeply analyze the performances of this 
mathematical model, it is important to emphasize that this 
smart charging model aspires to be a benchmark for other 
optimization strategies related to Smart Charging for EVs. 
Certainly, developing more complex models based on this 
one’s idea will be a central goal for this research field’s future, 
which aims to reconcile humanity's daily practical 
transportation needs with the global shared objective of 
shifting the world economy towards long-term energy 
sustainability to safeguard the health of our planet. 
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Abstract— Denitrifying woodchip bioreactors (DWB) are 

natural treatment systems that have been developed for the 

reduction of nitrates in agricultural runoffs without requiring 

any energy. A pilot plant DWB with a volume of 4.2 m3 filled 

with poplar chips was installed in October 2023 in an 

agricultural area near Brno, Czech Republic, with the intention 

of testing its ability to reduce concentrations of pesticide 

compounds in addition to nitrates. After minimum water 

discharge until January 2024, the DWB was operated from 

February to mid-May with an average hydraulic retention time 

of 11 h. The average influent NO3-N concentration was 10.4 

mg/L. Maximum NO3-N removal of 84% was achieved. The 

water temperature did not exceed 11.6 °C, resulting in low 

concentrations of organic matter leached from the filling  – 

chemical oxygen demand was typically below 50 mg/L. 

Microbiological analyses indicate that the predominance of 

microbial biomass is bound to the surface of the wood chips. Its 

abundance is 1 to 3 orders of magnitude higher than the amount 

of microorganisms in the liquid phase. Most of the denitrifying 

bacteria belong to the genera Pseudomonas and Flavobacterium. 

A wide range of pesticides (about 360 including both parent 

substances and their metabolites) were investigated in the DWB 

inlet/outlet water samples. The sampling campaigns ran from 

October to November 2023 and from February to May 2024. 

The majority of the pesticides analysed did not exceed the limit 

of quantification, with the exception of six pesticides (DNOC, 

fluazifop, glyphosate, chlorotoluron, isoproturon, and 

propamocarb) and eight metabolites (1,2,4-triazole, AMPA, 

dimethachlor ESA, metazachlor ESA, metolachlor ESA, 

metolachlor NOA 413173, metolachlor OA, and pethoxamid 

ESA). The sum of the concentrations of the identified substances 

in the inlet water was in the range of 0.7 to 3.1 µg/L. Metolachlor 

ESA, pethoxamid ESA, and AMPA accounted for the majority 

of these. Approximately 70% of the total amount of pesticides 

and their metabolites (Except for AMPA) were removed from 

water in the DWB. The concentrations of AMPA (a metabolite 

of glyphosate) was increased. One possible explanation for this 

phenomenon is the use of glyphosate as a weed herbicide in 

poplar cultivation. 

Keywords— zero-energy, sustainable agriculture, pesticides 

INTRODUCTION  

Denitrifying woodchip bioreactors (DWBs) are natural 
treatment systems that have been developed for the reduction 

of nitrates in agricultural runoffs without requiring any energy 
input. They are typically constructed in the form of beds or 
containers filled with organic material, such as woodchips. 
The fill medium releases organic carbon, thereby fostering 
heterotrophic denitrification, which converts nitrates to 
nitrogen gases released to the atmosphere [1] [2]. 

Agricultural runoffs are known to contain a variety of 
pollutants, including pesticides and veterinary 
pharmaceuticals. The results of previous studies suggest that 
these substances could be removed from the incoming water 
by biodegradation and/or adsorption to the DWB filling [3] [4] 
[5] [6] [7]. However, their biotransformation can result in 
metabolites that are even more toxic than the original 
compound [8] [9].  

The objectives of this study were (1) to evaluate the start-
up phase of a DWB pilot plant and (2) to determine the extent 
to which it can contribute to pesticide compounds removal 
during this phase of operation. 

MATERIALS AND METHODS 

Denitrifying bioreactor and its operation 

In October 2023, we installed a pilot plant DWB with a 
volume of 4.2 m3 filled with poplar chips in an agricultural 
area near the city of Brno, Czech Republic. It is a circular 
reactor with two baffles (see details in Figure 1). The baffles 
serve as service shafts for the inlet and outlet pipes and for 
servicing the dissolved oxygen (DO) on-line probes 
(FIEDLER  AMS, s.r.o.). The reactor is also equipped with an 
ultrasonic level sensor. It was fed by a nearby stream whose 
only source of water was drainage and surface runoff from 
fields in its catchment area. The water flow through the DWB 
is directed from the bottom the top, therefore the baffle at the 
outlet is perforated at the top and the outlet pipe is behind the 
baffle. 

 

Funding: Technology Agency of the Czech Republic, project 
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Pesticides and In-Situ Remediation Measures to Prevent Their Entry into 
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Figure 1: Schematic diagram of the DWB pilot plant; 1) Inlet, 

2) Outlet, 3) Sampling point from different heights, 4) On-line 

ORP probes, 5) Sampling of outlet water, 6) Safety overflow. 

 

The flow of water through the reactor was controlled 
manually using a valve, in front of which a regular water meter 
(BMETERS – GMDM-I, DN32) was placed. The flow of 
water was read once a week and the average flow (m3/h) was 
calculated. Hydraulic Retention Time (HRT) was calculated 
as the ratio of the empty DWB volume to the water flow rate.  

This article presents the results of the start-up phase from 
18 October 2023 to 15 May 2024, interrupted by the winter 
period. 

Chemical analyses 

We inspected the facility once a week and sampled the 
DWB inlet and outlet for chemical analyses. The following 
analytical methods were used to determine the parameters of 
interest: pH – Hach HQ40d multi-parameter meter (Loveland, 
Colorado, USA); NO3-N – UV absorption method with a Hach 
optical Nitratax plus sc Sensor (Loveland, Colorado, USA); 
the chemical oxygen demand (COD) – semi-micro method 
with potassium dichromate in acidic medium and photometric 
evaluation (445 nm); NH4

+-N – photometric determination 
(425 nm) with Nessler agent. The analysis of pesticides was 
performed on a Waters system composed of Acquity UPLC I-
Class System, equipped with an Acquity UPLC BEH C18 2.1 
x 100 mm 1.7 µm column, and a XEVO TQ/TQ-XS mass 
spectrometer. 

Microbiological analyses and calculations 

Microbiological analyses were performed once a month to 
determine the total number of heterotrophic aerobic and 
anaerobic microorganisms and the amount of denitrifiers in 
both the liquid phase and the biofilm on the wood chip surface. 
Liquid samples were taken from the influent, the interior of 
the DWB at 3 different levels, and the effluent. In the case of 
wood chips, samples were collected from a special sampler at 
three different fill heights. In addition, the influent zone 
(aerobic) and the reduced oxygen zone (depending on the 
actual DWB conditions) were sampled.  

RESULTS AND DISCUSSION 

Operating conditions 

During the period studied, the temperature of the incoming 
stream water varied between 0.2 and 11.6 °C (Figure 2). The 
low temperature was favorable for reducing the release of high 
concentrations of organic matter from the DWB filling, which 
is a threat during the start-up phase [10]. COD at the DWB 
outlet was typically less than 50 mg/L. On one occasion, an 
increase in COD of 111 mg/L was detected after passing 
through the DWB, but the increase was typically around 20 
mg/L. At the end of the study period, COD decreased after 
passing through the reactor to <20 mg/L. 

 

Figure 2: Operating conditions: temperature and hydraulic 

retention time 

 

Water flow through the DWB depends on water flow in 
the stream from which the DWB inlet is taken and can be only 
partially controlled. Flow measurements began in the spring. 
Between April 3 and May 15, HRT varied from 6.0 to 14.2 
hours with an average of 10.6 hours (Figure 2). 

Dissolved oxygen concentrations in the stream increased 
to about 11 mg/L in the fall and remained at that level through 
the spring. They began to decline in mid-April and reached 7.5 
mg/L by the end of the study period. DO concentrations at the 
DWB outlet increased in autumn as temperature decreased 
and biochemical processes, particularly oxidation of organic 
matter released from the DWB filling, were inhibited. In the 
spring period, they gradually decreased to almost zero values 
from the beginning of April, creating favorable conditions for 
denitrification [11]. 

 

Figure 3: Operatin conditions: dissolved oxygen 

 

Microbiological colonization of DWB filling 

The results so far show that the majority of the microbial 
biomass is bound to the surface of the wood chips and that its 
colonization is 1 to 3 orders of magnitude higher than the 
amount of microorganisms in the liquid phase. Most of the 
denitrifying bacteria belong to the genera Pseudomonas and 
Flavobacterium. 

Removal of nitrates 

Input NO3-N concentrations fluctuated during the study 
period, with higher values in the fall and early spring and 
decreasing values from early April on. Overall, NO3-N 
concentrations were rather low with an average of 10.4 mg/L. 

NO3-N removal efficiency followed a similar pattern to 
temperature (Figure 2) and was strongly influenced by the DO 
concentration, with persistently favorable anoxic conditions 
being established only in the spring period (Figure 3). In the 
fall, after about one month of operation, an efficiency of more 
than 80% was achieved, but then it dropped to 10% with 
decreasing feed water temperature and increasing DO 
concentration. This is in line with expectations, as 
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heterotrophic denitrification is strongly affected by low 
temperatures [11] states that under natural conditions 
denitrification is inhibited at temperatures below 5 °C. Spring 
temperatures in 2024 showed considerable fluctuations. This 
was matched by fluctuations in NO3-N removal efficiency, 
which gradually increased and reached its maximum value of 
84% (Figure 4). 

Removal of pesticides 

We monitored around 360 pesticide substances, including 
both parent compounds and metabolites. The majority of them 
were found to be present in the feed water below the limit of 
quantification. Figure 5 shows the top 10 pesticide compounds 
with the highest concentrations at reactor inlet: chlorotoluron 
and glyphosate (parent compounds) and 1,2,4-triazole, 
AMPA, dimethachlor ESA, metazachlor ESA, metolachlor 
ESA, NOA 413173, and OA, and pethoxamid ESA 
(metabolites). Total pesticide concentrations in influent water 
ranged from 0.7 to 3.1 µg/L, with metolachlor ESA 
(metabolite of metolachlor) being the most abundant pesticide 
compounds in most samples. All of these compounds are 
commonly used in the Czech Republic and are found in arable 
land and surface waters [12].  

 

Figure 5: TOP 10 pesticides – DWB inlet 

 

Figure 6 then shows how the concentrations of these 
compounds changed after passing through the DWB. Total 
pesticide concentrations decreased and ranged from 0.6 to 1.8 
µg/L. However, the relative abundance of individual 
substances changed. It is evident that pesticides are removed 
with different efficiencies in the DWB. AMPA behaved 
differently from the other compounds detected, with 
concentrations increasing after passing through the DWB. 
AMPA is a metabolite of glyphosate, but glyphosate was 
mostly absent in the reactor influent. However, we found that 
glyphosate is used as a weed herbicide in poplar cultivation 
[13]. It is possible that AMPA accumulates in poplar wood 
and is released from wood chips in the DWB. This needs to be 
further investigated in future research. 

 

 

Figure 6: TOP 10 pesticides – DWB outlet 

 

For this reason, we excluded AMPA from the pesticide 
removal efficiency evaluation. The trend of pesticide removal 
efficiency is shown in Figure 7. It fluctuated during the fall 
period. In the spring period, it gradually increased from 18% 
in early February to 70% in mid-May. The main mechanism 
of pesticide removal, especially in the beginning, was 
probably adsorption. However, the retention of the substances 
in the reactor filling significantly prolongs their residence time 
in the DWB, creating favorable conditions for their following 
biochemical degradation. The mechanism of removal of 
pesticide substances in the DWB will be the subject of further 
research. 

 

Figure 7:  pesticides removal efficiency 

 CONCLUSION 

Results from the pilot DWB indicate that concentrations 
of commonly occurring pesticide substances decrease as 
agricultural runoff passes through the DWB, even very soon 
after its start-up. The onset of this process follows a similar 
course to the onset of denitrification efficiency. The main 
mechanism, especially in the beginning, appears to be 
adsorption on the wood chips. This increases the residence 
time of the pesticide compounds in the DWB and creates the 
conditions for their further potential biochemical degradation. 
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Abstract— The sulfur-driven autotrophic denitrification 

(SDAD) process is based on the reduction of sulfur compounds, 

which act as electron donors for nitrate reduction. This process 

is therefore suitable for treatment of wastewater with a low C/N 

ratio. The SDAD process can be employed as a tertiary 

treatment of tailwater in small, domestic or wetland treatment 

plants. Granulated zero-valent sulfur is typically used to fill 

SDAD columns due to its good availability and low cost. During 

the SDAD, hydrogen ions are released, which causes a decrease 

in pH and thus a reduction in the functionality of denitrifiers. 

The addition of limestone as a buffer solves this problem. 

Limestone also serves as a carrier and carbon source for the 

microorganisms. Due to the often-uneven inflow of water to 

small treatment plants, this study focused on the impact of 

intermittent operation on denitrification. Laboratory 

experiments were conducted using columns fed with nitrate-

enriched river water. Two of the most commonly used filling 

ratios (S:CaCO3 = 1:2 and 1:4) were tested in two different 

modes. Firstly, the NO3-N load was increased at a stable daily 

dosing time of 12 hours (mode 1). Secondly, the NO3-N load was 

fixed and the dosing time was gradually shortened (mode 2). In 

addition, one column (1:2) was operated without interruption as 

a control (mode C). The temperature, pH, nitrate-nitrogen 

(NO3-N), nitrite-nitrogen (NO2-N) and bicarbonate (HCO3
-) 

concentrations were measured. If a hydrogen sulfide odor was 

identified in the effluent, the sulfides were also analyzed. The 

specific daily nitrate-nitrogen load (BN – inlet mass flow of NO3-

N related to mass of S0 (mg/(g·d)) and the daily denitrification 

rate (rD – kg/(m3·d) – mass of denitrified NO3-N related to filling 

volume) were calculated. The best results were achieved when 

the columns were operated in mode 1, with rD achieving 0.25 

kg/(m3·d) – mode 1-1:2 and 0.16 kg/(m3·d) – mode 1-1:4, 

respectively, when BN was 0.61 mg/(g·d). The nitrate removal 

efficacy was >90% in both cases. At the same BN, a similar 

denitrification rate of 0.28 kg/(m3·d) was achieved in mode C. In 

mode 2, the gradual shortening of the dosing time resulted in a 

reduction in the denitrification rate to 0.22 kg/(m³·d) for mode 

2-1:2 and 0.15 kg/(m³·d) for mode 2-1:4. This was accompanied 

by a decline in nitrate removal efficacy to approximately 70%. 

Furthermore, intermittent operation also resulted in the 

formation of sulfides in column 1:2, which must be avoided. The 

SDAD is an applicable method for small treatment plants with 

highly fluctuating flow, if the formation of sulfides can be 

limited by maintaining a concentration of NO3-N in the treated 

water at approximately 5 mg/L. 

Keywords— denitrification, sustainable wastewater treatment, 

granulated sulfur 

INTRODUCTION 

The removal of nitrates and nitrites is one of the main 
processes in wastewater treatment. Nitrate pollution leads to 

eutrophication and ecological disturbance of groundwater 
and surface water. In addition, higher levels of NO3

- and NO2
- 

can lead to human health disorders and diseases such as 
methemoglobinemia, non-Hodgkin's lymphoma (blood 
cancer), and gastrointestinal cancer [1]. 

Commonly used processes aimed at removing nitrates and 
nitrites from water are heterotrophic denitrification, or 
denitritation based on the activity of heterotrophic bacteria in 
an anoxic environment in the presence of organic substances 
that act as a carbon source and electron donor [2] [3]. In the 
last decade, autotrophic processes such as sulfur-driven 
autotrophic denitrification (SDAD) have received extensive 
attention. The SDAD process does not require organic 
substances because the reduced sulfur compounds (zero-
valent sulfur, sulfide, and thiosulfate) serve as electron 
donors for nitrate reduction. Zero-valent sulfur (S0) is the 
most widely used compound in SDAD columns due to its 
good availability and low cost. The use of an inorganic 
electron donor makes the method suitable for treating 
wastewater that is poor in organic matter and reduces the risk 
associated with the presence of organic residues in treated 
water. The slow growth rate of autotrophic bacteria leads to 
lower sludge production, which substantially reduces plant 
operating costs. Another advantage of autotrophic 
denitrification is that it usually produces less N2O [4] [3] [5] 
[6]. During the SDAD process, H+ ions are released, as seen 
from equation (1). The decrease in pH impairs the function of 
microorganisms. Thus, maintaining the pH near a neutral 
value (7-8) is crucial for optimal denitrification efficiency 
[7]. At a pH lower than 5.5, denitrification is severely 
inhibited [8]. 

1.06 𝑁𝑂3
− + 1.11 𝑆0 + 0.3 𝐶𝑂2 + 0.785 𝐻2𝑂

→ 0.06 𝐶5𝐻7𝑂2𝑁 + 0.5 𝑁2
+ 1.11 𝑆𝑂4

2− + 1.16 𝐻+ 

 

(1) 

𝐶𝑎𝐶𝑂3 + 𝐻
+ → 𝐶𝑎2+ + 𝐻𝐶𝑂3

− (2) 

Limestone has been found to be a suitable “solid buffer” 
(see equation (2)), as it also provides inorganic carbon for the 
growth of microorganisms [8] [9]. Its solubility is very 
limited, being inversely proportional to pH, and approaches 
zero at a pH of approximately 7.1. Previous studies 
determined that the optimal mass ratio of S0 to limestone 
(CaCO3) was 1:1, which led to a nitrogen removal rate of 500 
g N/(m3·d) [8] [10]. 

The oxidation of S0 generates sulfates (SO4
2-) [10]. Their 

presence in denitrified water does not represent a threat to the 
environment, but they can be reduced to hydrogen sulfide in 
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the presence of sulfate-reducing bacteria (SRB). However, 
the production of sulfides requires relatively high 
concentrations of organic matter expressed as chemical 
oxygen demand (COD; minimum COD/SO4

2- ratio of 0.67) 
[11]. These conditions are unlikely to occur in SDAD effluent 
following secondary treatment [12]. 

Despite the progress of autotrophic denitrification 
techniques in recent years, driven by their cost-effectiveness 
and practical feasibility, there are still bottlenecks hindering 
their widespread use [13]. 

Many research campaigns have been carried out using 
methods such as batch tests [14] [15] [1], laboratory column 
tests [16] [17] [10], and semi- or fully operated tests [10] [9] 
[18]. Except for the batch tests, all of the above experiments 
concerned continuous operation, and none have yet dealt with 
intermittent operation. 

The main goal of this paper was to discover how 
intermittent operation affected S0-driven autotrophic 
denitrification. The reason was the potential use of this 
process as a tertiary wastewater treatment method in small, 
domestic and possibly wetland treatment plants, where there 
is a low C/N ratio. The operating conditions of the columns, 
such as pH, temperature, HRT, nitrogen removal efficacy 
(NRE), specific nitrate-nitrogen load (BN), denitrification rate 
(rD), and pumping interruption, were investigated. 

MATERIALS AND METHODS 

The experiments ran in 2021 from January to October 
under laboratory conditions in columns that differed in 
packing (S:CaCO3 mass ratio) and mode of operation (for 
more details, see Table 1). To achieve a low C/N ratio, river 
water from a local stream (sampling point on the Svratka 
River – GPS: 49°12'33.7"N 16°33'28.4"E) was enriched with 
KNO3 (PENTA, Czech Republic, purity 99%) to a resulting 
concentration of NO3-N of approximately 50 mg/L and with 
KH2PO4 (PENTA, Czech Republic, purity 99%) to a resulting 
concentration of PO4-P of approximately 1 mg/L. Cylindrical 
PVC columns with a diameter of 100 mm and a height of 330 
mm (at the beginning of continuous operation) and a diameter 
of 50 mm and a height of 500 mm (at the end of continuous 
operation and through the whole period of intermittent 
operation) were used. The reduction in column dimensions 
mainly occurred because the river water consumption was too 
high at short HRTs, and the frequency of water delivery was 
unrealizable. The columns were packed with a mixture of 
granulated sulfur (OQEMA, Czech Republic, purity >99%) 
with a grain size of >4.75 mm and natural crushed limestone 
(AQUA EXCELENT, Czech Republic) with a grain size of 
2-4 mm in ratios of 1:2 and 1:4. A 25 mm-high foam filter 
was placed under and above the packing. The flow through 
the columns was vertical. First, it was from top to bottom 
(continuous operation), while later, it was changed to bottom 
to top (intermittent operation). The water was dosed by PCD 
1031 peristaltic pumps (KOUŘIL, Czech Republic). 

Table 1: Operational conditions in modes 

 Mode C Mode 1 Mode 2 

S:CaCO3 1:2 1:2 1:4 1:2 1:4 

Sulfur, g 500 172 140 80 140 80 

Limestone, g 1000 342 280 320 280 320 

Volume, ml 1072 368 325 280 325 280 

Porosity, % 40.0 40.0 42.5 38.6 42.5 38.6 

 Mode C Mode 1 Mode 2 

S:CaCO3 1:2 1:2 1:4 1:2 1:4 

Flow area, cm2 78.5 78.5 19.6 19.6 19.6 19.6 

Inlet pH 
7.39-

7.98 

7.59-

9.06 

7.48-

7.98 

7.57-

8.03 

7.45-

8.10 

7.58-

8.09 

Outlet T, °C 
13.8-

18.6 

21.6-

22.8 

19.1-

21.0 

19.8-

21.1 

17.3-

20.3 

17.3-

20.1 

Outlet c(SO4
2-), 

mg/L 
201-
439 

343-
406 

373-
461 

312-
402 

479 323 

 

Start-up of the columns lasted 7 weeks. The experiments 
began when the outlet NOx-N concentration fell below 1 
mg/L. 

One column (namely, the column with packing S:CaCO3 

= 1:2; diameter 100 mm and height 330 mm) was operated 
continuously. The specific nitrate-nitrogen load BN (mg/(g·d) 
or mg/(g·h); inlet mass flow of NO3-N related to mass of S0) 
was gradually increased up to 0.85 mg/(g·d). After reaching 
this BN, a part of the original packing was transferred to a 
smaller column (diameter 50 mm and height 500 mm), and 
continuous operation was maintained by raising the BN to 
0.98 mg/(g·d). Because the concentration of NO3-N in the 
inlet water was constant, the increase in BN was accompanied 
by a decrease in HRT from 8.6 h to 2.6 h. This column is 
further referred to as mode C. 

Two columns were operated in intermittent mode. First, 
the increase in the NO3-N load during intermittent operation 
with a 12 h daily dosing time was tested in such a way that 
the BN of the columns started at 0.3 mg/(g·d) (column 1:2) 
and 0.6 mg/(g·d) (column 1:4) and was gradually raised to 
0.8 mg/(g·d) (column 1:2) and 1.3 mg/(g·d) (column 1:4). 
Similarly, as in the case of continuous operation, the HRT 
decreased with increasing BN from 4.0 h to 1.7 h (column 1:2) 
and from 3.3 h to 1.7 h (column 1:4). The intermittent 
operation modes of both columns slightly differed: column 
1:2 - 4 h ON - 6 h OFF - 8 h ON - 6 h OFF and column 1:4 - 
6 h ON - 6 h OFF - 6 h ON - 6 h OFF. These modes are further 
referred to as mode 1-1:2 and mode 1-1:4. 

Second, intermittent operation with gradual shortening of 
dosing time at the same BN was tested with the same columns 
(1:2 and 1:4) that were operated at a fixed daily load of 
approximately 0.7 mg/(g·d). The dosing time was gradually 
shortened, with 2 equally long dosing periods per day (10 h + 
10 h, 9 h+ 9 h, 8 h + 8 h, 7 h + 7 h, 6 h + 6 h). The HRT 
gradually decreased from 3.4 h to 1.9 h (column 1:2) and 
from 6.0 h to 3.0 h (column 1:4). These modes are further 
referred to as mode 2-1:2 and mode 2-1:4. 

The experiments were performed at temperatures ranging 
from 13.8 to 22.8 °C. Inlet and outlet water samples were 
always taken on Mondays, Wednesdays and Fridays. The pH, 
NOx-N (which, due to the absence of NO2-N, corresponded 
to the concentration of NO3-N) and PO4-P were measured in 
the inlet water. Temperature, pH, NOx-N, NO2-N and HCO3

-

, and sometimes also sulfates, were measured in the outlet 
water. If a hydrogen sulfide odor was identified in the 
effluent, the sulfides were also analyzed. The water flow was 
verified and/or readjusted. 

Temperature and pH were measured via a HACH 
HQ440d multimeter (Loveland, USA). The concentration of 
HCO3

- was measured by potentiometric titration as the acid 
neutralizing capacity (ANC4,5) [19] using the same device. 
NOx-N was measured by the UV absorption method [20] with 
a Hach optical Nitratax plus sc Sensor (Loveland, Colorado, 
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USA). A HACH DR3900 VIS spectrophotometer (Hach-
Lange, Germany) was used for analyses of 1) PO4–P as a 
molybdophosphate complex [19]; 2) NO2-N with the Griess 
reagent method [21]; 3) S2

- using the Hach Methylene Blue 
Method 8131; and 4) COD (ISO 8192:2007). The gravimetric 
method with barium chloride was used for the determination 
of SO4

2- concentration [19]. NO3-N was calculated as the 
difference between NOx-N and NO2-N. 

The daily denitrification rate rD (kg/(m3·d)) was 
calculated as follows: 

𝑟𝐷 =
∆𝑐(𝑁𝑂3 − 𝑁) × 𝑄

𝑉𝑓𝑖𝑙𝑙 × 1000
 (3) 

where c(NO3-N) is the difference between the NO3-N 
concentrations in the inlet and outlet water (mg/L), Q is the 
flow rate through the column (ml/d), and Vfill is the packing 
volume (ml). From equation (3), the hourly rD (kg/(m3·h)) 
was related to dosing time. 

RESULTS AND DISCUSSION 

Increasing of nitate nitrogen load at dosing 12 hours per 

day 

In the column in continuous mode (mode C), rD increased 
with daily BN. It achieved its maximum of 0.37 kg/(m3·d) at 
BN = 0.82 mg/(g·d) and HRT = 3.1 h. Similar results have 
been reported previously [22] – rD = 0.38 kg/(m3·d) at an 
HRT of 2.8 h and [16] – rD = 0.36 kg/(m3·d) at an HRT of 2-
3 h. Up to this load, the column was operated with NRE 
>90%. With a further increase in BN and a decrease in HRT, 
the process started to collapse, and the rD and NRE dropped 
(Figure 1). The pH in the column was between 7.2 and 7.7 
throughout the operation. This is near the neutral value, 
which was reported as the optimum for sulfur denitrification 
[23] [7]. However, reducing the HRT led to the lowering of 
the concentration of HCO3

- in the system (Figure 2) below 
3.0 mmol/L, which is the level considered necessary for the 
successful course of the process [23]. The process started to 
collapse at an HRT of 3.1 h and an HCO3

- concentration of 
2.3 mmol/L. Another effect of the decrease in HRT was a 
shortening in the time available for the dissolution of sulfur, 
the solubility of which is limited [3]. 

 
Figure 1: Relationship between: a) denitrification rate and 

specific nitrate-nitrogen load; b) denitrification rate and 

hydraulic retention time; c) nitrogen removal efficacy and 

specific nitrate-nitrogen load; d) nitrogen removal efficacy 

and hydraulic retention time 

 

The behavior of the columns in mode 1 was similar, 
but they achieved lower daily rD. Both achieved NRE 
>90% at a maximum daily BN of 0.61 mg/(g·d). In mode 1-
1:2, it was at HRT = 2.2 h and rD = 0.25 kg/(m3·d), in mode 
1-1:4 at HRT = 3.3 h and rD = 0.16 kg/(m3·d) (Figure 1). With 
the subsequent increase in BN and decrease in HRT, rD grew 
to 0.29 kg/(m3·d) (mode 1-1:2) and 0.23 kg/(m3·d) (mode 1-
1:4), but NRE dropped. The lower daily rD was caused by 
dosing interruptions and thus shorter daily reaction time, and 
in the case of mode 1-1:4 also by a lower content of sulfur in 
the bed. The columns in mode 1 showed a similar decrease in 
HCO3

- concentration with the decrease in HRT as in mode C, 
but the HCO3

- concentrations achieved at the same HRTs 
were higher (Figure 2). 

 

Figure 2: Relationship between: a) hydrogencarbonate and 

hydraulic retention time ; b) denitrification rate and specific 

nitrate-nitrogen load 

The comparison of hourly BN and rD provided a different 
picture. The hourly rDs achieved during intermittent 
operation were much higher than those during continuous 
dosing (Figure 2). Between BN 0.4 and 0.8 mg/(g·d), the 
difference was 69-71%. This could have been caused by the 
presence of better conditions for denitrification in the 
intermittent mode. The stagnation of water in the columns 
during dosing interruptions acted to prolong HRTs. Longer 
HRTs enable the dissolution of more sulfur, allowing a higher 
pH to be reached, thus resulting in the dissolution of 
limestone and the achievement of higher concentrations of 
HCO3

- [8]. Mode 1-1:4 was operated at favorable pH values 
between 7.3 and 8.1, with pH increasing with increasing 
HRT. Mode 1-1:2 showed the same dependence of pH on 
HRT, but due to the lower content of limestone in the bed, the 
pH dropped below 7 at an HRT of 1.91 h (Figure 3). This 
value is considered to inhibit the process of sulfur 
denitrification [23]. Higher HCO3

- concentrations at the same 
HRTs were reached in the intermittent mode than in the 
continuous mode, and the difference was greater at lower 
HRTs (Figure 2). 
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Figure 3: Relationship between: a) pH and hydraulic 

retention time; b) nitrogen removal efficacy and specific 

nitrate-nitrogen load 

A particular problem that appeared during mode 1-1:2 was 
the production of sulfides. This manifested in the emanation 
of an odor of hydrogen sulfide from the effluent after the 
interruption of dosing. The sulfide concentration in the 
effluent gradually increased with increasing load. The 
experiment was terminated when the first portion of the 
column effluent intensively smelled hydrogen sulfide after the 
resumption of dosing, and the sulfide concentration reached 
9.86 mg/L. This occurred at a BN of 0.83 mg/(g·d) and an HRT 
of 1.71 h. The column was overloaded; its NRE decreased to 
82 %, and therefore, 9.1 mg/L NO3-N appeared in the effluent. 
The production of sulfides at such a high concentration of 
NO3-N is not common. An NO3-N concentration above 3 
mg/L is considered the limit above which sulfide formation is 
inhibited [24]. Mode 1-1:4 showed different behaviors. No 
odor was detected during its operation, and the sulfide 
concentration ranged from 0 to 22 µg/L. 

Gradual shortening of dosing time at the same daily specific 

nitrate-nitrogen load 

The inclusion in the tests of the gradual shortening of 
dosing time while maintaining the same daily BN had several 
effects on the operation of the columns. The HRT related to 
dosing time decreased (see Materials and Methods), and the 
hourly BN increased (from 0.036 to 0.061 mg/(g·h) – mode 2-
1:2 and from 0.035 to 0.060 mg/(g·h) – mode 2-1:4). This 
worsened the conditions for denitrification, which resulted in 
a decrease in NRE (mode 2-1:2 – from 97.8 to 68.6%; mode 
2-1:4 – from 87.8 to 73.0%; see Figure 3. 

HRT and dosing time go hand in hand. To shorten the 
dosage period while maintaining the same daily BN, it was 
necessary to shorten the HRT. The shortening in HRT caused 
the calcium-carbonate balance to not be achieved, and 
therefore, the outlet HCO3

- concentration decreased (Figure 
2). The low solubility of calcium carbonate, which depends 
on pH and the presence of dissolved CO2, played a large role 
[8] [25]. In our experiments, carbon dioxide was partly 
consumed during denitrification, as shown in equation (1). 
The decrease in HCO3

- concentration caused further 
deterioration of the denitrification conditions [8] [24], e.g., in 
mode 2-1:2. The HCO3

- concentration was 2.39 mmol/L at 
97.8% NRE, while at 68.6% NRE, it was  1.64 mmol/L 
HCO3

-. 

The outlet pH in both columns rose slightly with 
increasing HRT, but after reaching HRT 2.6 h (mode 2-1:2) 
and 4.0 h (mode 2-1:4), the pH dropped to its original level 
(7.1 and 7.5, respectively), which was a similar behavior to 
that of the mode 1-1:2. Mode 2-1:4 achieved a higher pH 
(max 7.7) than mode 2-1:2, where the highest pH was 7.4. All 
operational modes, except for mode 2-1:2, achieved a higher 
pH than in mode C. The lower pH in the mode 2-1:2 was 
caused by the lower content of limestone in the bed and by 
the shorter HRT (Figure 3). 

In both modes 2 the inlet pH ranged from 7.6 to 8.1 and 
from 7.5 to 8.1, respectively, which is close to optimum (pH 
approximately 7.5) for the SRB activity that is responsible for 
the formation of sulfides [26] [27]. As is written in the 
literature, the presence of a minimum SO4

2- concentration 
(270 mg/L) was also one of the fundamental pillars for the 
formation of sulfides [12], so the SO4

2- concentration in our 
water, as shown in Table 1, is sufficient. Finally, an important 
condition for the formation of sulfides by SRB is the presence 

of organic matter. Ref. [12] and [28] determined that the 
minimum necessary COD is 100 mg/L. Ref. [29] also 
observed the formation of sulfides and sulfate reduction in a 
UASB reactor by treating domestic water with a COD of 
approximately 235 mg/L and a low COD/SO4

2- ratio (from 
1.1 to 1.85). In our case, the inlet river water contained COD 
amounting to approximately 23 mg/L, as well as a low 
COD/SO4

2- ratio (approximately 0.5), yet this concentration 
was enough for the formation of sulfides. The concentrations 
of sulfides measured in outlet water (mainly mode 2-1:2) 
were compared with theoretical values calculated according 
to equation (4) from [30]. It was derived for the formation of 
sulfides in sewage and does not consider intermittent 
operation. 

∆𝑆 = 0.0265 × 𝐶𝑂𝐷0.5 × 1.07(𝑇−20) × (𝑡ℎ ×
𝐴

𝑉
)

× 10 
(4) 

where S is the increase in S2- (g/L), COD is the 
chemical oxygen demand (mg/L), T is the temperature (°C), 
A is the inside area of the column (m2), V is the total column 
volume (m3) and th is the HRT (h). 

The columns with different packings behaved quite 
differently. Mode 2-1:2 showed a relatively low NO3-N outlet 
concentration (approximately 4 mg/L) until a dosing time of 
14 h/d and then gradually increased to 16.1 mg/L NO3-N. In 
contrast, the NO3-N outlet concentration of mode 2-1:4 
sharply rose above 8 mg/L after the dosing time was 
shortened from 20 h/d to 18 h/d. The concentration then 
stayed at approximately 8 mg/L until the dosing time reached 
12 h/d, whereupon the NO3-N outlet concentration increased 
again up to 13.8 mg/L (Figure 4). The nitrites in the outlet did 
not exceed 1 mg/L in mode 2-1:2 until the end (12 h/d dosing 
time), when the NO2-N concentration reached 1.67 mg/L. 
That was in contrast with mode 2-1:4, where during a dosing 
time of 18 h/d and under load BN = 0.04 mg/(g·h), the NO2-
N rose to 1.22 mg/L, which signaled that the SRB could not 
achieve complete NO3-N reduction due to the sudden 
increase in BN [31]. 

 

Figure 4: Relationship between sulfide and nitrate nitrogen 
outlet concentrations and different dosing times. a) mode 2-

1:2, b) mode 2-1:4 (the height of the columns represents 
dosing time in hours per day). 

Mode 2-1:2 worked with a higher NO3-N removal 
efficiency at the same BN = 0.7 mg/(g·d) than mode 2-1:4, but 
there was a problem with the sulfides in the effluent, which 
always appeared after the interruption and subsequent 
resumption of dosing. At the beginning of the experiment, the 
sulfide concentration decreased from 2980 µg/L (dosing time 
20 h/d) to 618 µg/L (dosing time 16 h/d). This could have 
been caused by slow regeneration of the column between 
periods of operation (12-h intermittent). Only twice did the 
sulfide concentration rise sharply, first up to 2480 µg/L and 
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then up to 8960 µg/L (both at a dosing time of 14 h/d). The 
real concentrations of sulfides were mostly similar to or lower 
than the calculated ones. At the end of the experiment, at a 
dosing time of 12 h/d, BN = 0.06 mg/(g·h), and HRT = 1.9 h, 
sulfides in the effluent had stabilized at 1560 µg/L. At that 
point, the experiment was terminated because the 
concentrations of NO3-N and NO2-N had increased (16.1 
mg/L and 1.67 mg/L, respectively). In mode 2-1:4 The sulfide 
concentration did not exceed 22 µg/L almost throughout the 
duration of the test. At the end, at a 12 h/d dosing time, 
sulfides in the outlet had risen up to 168 µg/l, and at the same 
time, the concentrations of NO3-N and NO2-N had also 
increased (13.8 mg/L and 2.56 mg/L). The formation of 
sulfides was probably low because the outlet NO3-N 
concentration did not drop below 5 mg/L. This is in line with 
the findings of [30], who determined that the reduction of 
sulfates to sulfides does not take place if more 
thermodynamically favored electron acceptors, such as 
nitrates, are present in the water. Similar findings were 
obtained by [24], who observed significant sulfide formation 
at NO3-N concentrations below 3 mg/L. It is more 
advantageous to leave the operational setting on the same 
intermittent time (e.g., 12 h/d) and gradually increase the BN 
than to gradually shorten the dosing time while maintaining 
the same BN (e.g., 0.7 mg/(g·d)). 

CONCLUSIONS 

Autotrophic denitrification columns were able to achieve 
higher hourly BN and rD under intermittent dosing (mode1) of 
raw water than under continuous operation (mode C). In this 
sense, mode 1-1:2 showed better results than mode 1-1:4; 
however, the production of sulfides, demonstrated by the odor 
of hydrogen sulfide, was observed with this mode. The 
occurrence of toxic sulfides could be a serious problem, so the 
operating conditions that foster it (particularly column 
packing composition and length of pumping breaks) need to 
be studied further. 
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Abstract— The following paper presents the application of 

Non-destructive Testing methods such as thermography for 

fault finding in internal components of buses and specifically the 

air compressor unit. Such units consist of a small internal 

combustion engine that provides air to the vehicle’s breaks, 

suspension and passenger door operations. Hoses transferring 

compressed air from the compressor to the rest of the system 

can get clogged, leading the air compressor to potential failure 

and even fire of the unit. Thermal imaging was applied in a 

number of Mercedes Citaro LE and Volvo B9 buses provided by 

a bus fleet operator, to evaluate whether such clogging can be 

detected at an early stage, during routine maintenance of the 

bus. A number of acquisitions, using a thermal camera were 

taken, with the air compressor under different loads and under 

heating or cooling phase of the unit. The paper presents that 

thermography can be used to detect such failures either by 

observing specific hoses of the unit as well as the overall thermal 

behaviour of the air compressor.   

Keywords—infrared thermography, thermal imaging, bus fleet 

inspections, bus fleet maintenance, condition monitoring  

INTRODUCTION  

Buses play a vital role in mass transportation, moving 
people between destinations and connecting the different parts 
of a transportation network with each other. Buses are the 
most available and common type of public transport, 
attributing to 7.1 % passenger kilometres across the EU while 
cars remain the dominant mode of transport with 79.7% of 
passenger-kilometres [1]. Bus operators are required to 
maintain their networks and fleets frequently and often stress 
their assets to their limit, to keep up with demand, while 
having to cope with aging fleets. More than half of European 
countries have buses with an average age of 10 years, while 
Romania and Greece have bus fleets with 20 and 19 year of 
average ages respectively [2]. Bus companies use 
maintenance planning and scheduling to decrease the 
downtime of their fleet, while taking into account budget 
restrictions [3]. 

Unexpected failures of buses on mechanical, electrical or 
structural components, may be in many cases simple. 
However, catastrophic failures may also lead to loss of an 
asset or even injuries. Predictive maintenance of bus fleets can 
lead to increased productivity, better utilisation of resources, 

reduced maintenance costs or even potential environmental 
impact of the vehicles [4].  

Crucial to predictive maintenance of bus fleets is the 
ability of recording periodic data either through inspection or 
continuous monitoring. In this case the aim is to substitute or 
supplement the inspections carried out on buses under regular 
intervals at bus depots by using sensors for inspecting critical 
parts of the vehicle. Such inspection aims to identify parts that 
are running beyond normal operating conditions that may 
have been defined by the vehicle manufacturer or the fleet 
operator.  

The current paper proposes the application of infrared 
thermography (IRT) as an early detection method for faults on 
bus fleets as part of predictive and preventive maintenance. 
Results from the application of IRT on buses and specifically 
air compressor units are presented in this paper. 

INFRARED THERMOGRAPHY 

Introduction to infrared thermography 

IRT is a well-known non-destructive testing technique 
(NDT) with numerous applications of materials such as 
metals, composites, wood, ceramics, construction materials as 
well as others. IRT is a technique that is capable of measuring 
the electromagnetic energy radiated by an object. Through the 
use of a thermographic camera the radiometric values are 
translated into temperature values [5]. When a heat flux Φ falls 
on the surface of a body, part of it is absorbed ΦA, reflected 
ΦR and transmitted ΦR [6]. This absorbed heat flux causes the 
internal thermal energy of the body and consequently its 
temperature. Thermography studies the distribution of surface 
temperature and radiation of the energy from a structure, over 
time, to identify potential surface of subsurface defects.  

IRT can be categorised into passive and active. In passive 
thermography, an object is inspected in its natural 
environment without the use of any external thermal 
excitation sources. Thermal variations in the object under 
inspection, can be higher or lower than the background 
temperature indicating potential anomalies. Applications of 
passive IRT can be health monitoring of roadways [7], 
building inspections [8], road vehicles monitoring and 
inspections of components [9], [10], monitoring of composite 
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helicopter blades from ground level [11]. The research carried 
out within this paper deals with passive IRT 

In contrast, active thermography uses an excitation source 
to induce a temperature change on the object under inspection. 
With the use of the thermal camera the object is studied during 
the heating, cooling or both phases in order to identify 
potential subsurface defects, where defective and non-
defectives areas will create thermal contours in the produced 
thermal images [12].  Active thermography methods are 
categorised according to the excitation source which can be 
optical (i.e. photographic flashes, halogen lamps), 
electromagnetic (eddy currents), mechanical (mechanical 
oscillators, ultrasonic and sonic transducers) [12].  

DESCRIPTION OF SYSTEM FOR INSPECTION 

 Buses carry an air compressor unit which consists of a 
small internal combustion engine. This unit provides 
compressed air to vehicle systems such as suspension, breaks 
and operates the passenger doors. Occasionally, specific parts 
of the air compressor unit such as the air line coming out of 
the cylinder head where the compressed air comes out hot and 
is then cooled, may get restricted due to lack of maintenance. 
A restricted/ clogged line could mean that temperatures may 
elevate drastically leading to the air compressor catching fire 
and potentially the bus itself. Hence, the application of 
thermography is suggested when simple maintenance is 
carried out on buses at the depot. Without any intrusiveness, a 
thermal camera can be setup in front of the air compressor unit 
while the bus runs stationary at different RPM. The suggested 
experimental procedures are explained in chapter IV. The 
thermography acquisitions were performed in two types of 
buses, a Volvo B9 and Mercedes Citaro LE shown in Figure 

1and Figure 2. In the Volvo bus, the air compressor is located 
at the outside and back left side of the vehicle, where it is 
easily accessible by lifting an engine cover. In contrast, in the 
Mercedes type bus, the air compressor is located inside the 
bus’s floor at the back side of the vehicle where it can be 
accessed by also removing a cover. 

 

EXPERIMENTAL SETUP AND PROCEDURES 

The IRT setup consisted of a FLIR A655sc uncooled 
microbolometer, with a 45° lens, placed on a tripod in front of 
the air compressor at a distance between 0. 6- 1.50 m while 
the camera angle was between 0-70° depending on the bus 
type. 70° was used in the Mercedes vehicles due to the fact 
that the tripod had to be place in front and above the air 
compressor which is situated at the floor. In addition, FLIR’s 

ResearchIR software was used both for capturing the 
acquisitions as well as part of the analysis that was carried out. 
The acquisition frame rate was set up at 50Hz to accommodate 
for fast changes in object temperature rise.  

 

The aim of the experimentation was to take acquisitions 
from a number of buses from a bus operator in order to 
potentially identify restricted air lines in the air compressor 
unit.  

For each acquisition, regions of interest (ROI) were drawn 
using 3x3 pixel areas (total of 9 pixels) where the FLIR 
software would measure the mean/max/min temperature 
along the different areas of the air compressor. This is referred 
as a cursor ROI in the FLIR ResearchIR software.  These 
points of measurement were along the air line, cylinder head 
and engine block where potential clog in the line would 
produce significant temperature difference between restricted 
and unrestricted areas or potentially the block and cylinder 
head areas would also overheat. Table 1 presents the number 
of acquisitions and their description. All acquisitions were 
carried out inside the maintenance depot to minimise 
reflections from foreign objects or the sun. 

Table 1. Description of acquisitions 
Acquisition 
# 

Vehicle 
name 

Description Duration 
(min) 

Vehicle 
manufacturer 

1 A Engine startup 
with high 
RPM. Test 
acquisition 

10 Mercedes 

2 B Engine startup 
with high 
RPM. Test 
acquisition 

10 Volvo 

3 C Cold engine 
start with 
engine on idle 
followed by 
high engine 
RPM after 
3:20 min 

10 Volvo 

4 C After 
acquisition #3 
on low RPM 

5 Volvo 

5 D Engine 
startup, on 
idle for 4:20 
min. Engine 
was turned off 
at 10:38 min 

11 Mercedes  

6 D After 
acquisition #5 

5 Mercedes  

 

Figure 1. Air compressor from Volvo B9 bus 

 

Figure 2. Air compressor from Mercedes Citaro LE 
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with engine 
turned off 

 

 During the acquisitions certain issues were encountered. 
Specifically, thermal imaging of the Volvo air compressors 
was more difficult due to the air line being made of aluminium 
which is a material with low emissivity causing in some cases 
false readings due to heat reflections from surrounding hot 
objects since the main engine compartment in very close in 
this model. In contrast, the air line in the Mercedes vehicle, 
because is it is made of rubber, which naturally has higher 
emissivity, it was easier to do so. In such cases, the overall 
behaviour of the air line was studied and the adjacent areas i.e. 
where the line meets the cylinder head. In addition, in some 
acquisitions post processing of the images was difficult due to 
the changes of RPM in the engine which meant that the image 
moved from its initial position.  

The acquisitions were also processed using the IR View 
software by Visiooimage, Canada, that is capable of using 
various denoising and image processing techniques. 
Specifically, principal component thermography (PCT) [13], 
amplitude (FTA) and phase (FTP) signal of the Fourier 
Transform. These are standard thermography image 
processing techniques that would potentially allow the 
detection of further defects in the acquisitions.  

Furthermore, during the acquisitions in some cases the 
target object would move due to starting up/switching off the 
engine or  revving up to increase the load. This meant that the 
areas where the cursor ROIs targeted would move, making the 
temperature readings more difficult, and the ΔΤ diagrams less 
reliable. Also, in such cases the results from the image 
processing would be affected. Thus, the images where the 
target would move, would have to be cut out to avoid blurred 
and offset images. 

INSPECTION RESULTS 

 Acquisitions #1 and #2 were mostly used for calibration 
purposes and to establish the analysis method for the rest of 
the acquisitions. Points C1-C4 (where C is short for cursor) 
indicate the measurement points of interest placed on the 
image to acquire all relevant information. Due to limited space 
only selected acquisitions are presented in the results section. 

 Results from acquisition #3 are presented at Figure 4 and 
Figure 5, showing the air compressor unit at different time 
instances i.e. t1= 2.3m where the engine is idling and at t2= 
8.1m high load conditions. Figure 5 presents the temperature 
rise (ΔΤ) over time including the two time instances where the 
images where taken. The periodic peaks and dips in the 
temperatures recorded over time in the ΔΤ diagram shown in 
Figure 5,  are attributed to the system’s pressure release valve 
that prevents the system from excessive pressure building up. 
Both images from acquisition 3 show that the aluminium air 
line of the Volvo bus, does not seem to be restricted. The 
different contours are attributed to the emissivity of the 
material where parts of it seem to be colder while other hotter 
especially towards the right side of the image where the heat 
shield of the vehicle’s exhaust is situated (see Figure 1). Dirt 
and lubricant oil on the air line’s surface, as well as the 
aforementioned heat reflections, can cause these temperature 
contours. Regardless, of this fact the engine block and cylinder 
head temperatures are even as well as the temperatures 
recorded between ROIs C1 and C3. The image processing 
from PCT and FTAs (Figure 6) show the same consistent 
results where no significant hotspots are detected in any of the 

areas of interest. Potential cracks on the cylinder head or 
engine block can also potentially be detected through the 
image processing since the acquisition contained the time 
sequence, beginning with the compressor unit being cold and 
then heating up. Such subsurface defects would cause the 
material to behave in a different manner creating colder spots 
due to the difference in heat dissipation between defective and 
non-defective areas. 

 Results from acquisition #5 are presented at Figure 7 to 
Figure 9. This acquisition is taken from the Mercedes bus 
where the rubber air line is easier to read. The raw image 
presented in Figure 7 shows that the air compressor unit works 
as intended. Compressed air circulates in the air line on the 
right side and when it reaches the cylindrical canister (middle 
of image), it expands and cools down on the air line exiting 
the canister to the left. The rubber material of the air line 
makes the acquisition easier and temperature readings easier 
due to the higher emissivity. However, dirt and lubricant oil 
that these units have, can provide false impressions of colder 
or hotter spots. Thus, no restriction in the air line is identified 
at least with the use of thermography. 

DISCUSSIONS AND CONCLUSIONS 

The current paper presented the application of passive IRT 
as an NDT method that could be used to detect potential 
defects in buses and specifically their air compressor unit. The 
application of IRT can help bus fleet operators predict or 
diagnose early defects in such units and mores specifically 
restrictions in the air line where the compressed air comes out. 
The results that we presented were taken from stationary buses 
from a fleet operator while they were located at the bus depot. 
Detection of such fault could be crucial for the operators since 
it can lead to potential fires. Thus, what is suggested in this 
paper is a non-invasive inspection that can be carried out while 
the bus is located at the terminal depot before or after a 
scheduled route. This inspection can take place at scheduled 
intervals to ensure that no faults have been detected. An 
estimated 10 min check similar to the duration of the 
acquisitions that were performed in this research, can provide 
adequate results. Benchmark, sample acquisitions can be 
taken when the buses have been maintained and at regular 
intervals in order for the operator to have comparable results.  

The results from the acquisitions presented in the paper did 
not detect any fault in the compressor units of the buses that 
were inspected. However, the task of performing IRT requires 
certain considerations such as performing the inspections 
under the shade or in sheltered areas. In addition, the 
emissivity of the materials can be an issue as demonstrated in 
the previous section. A simple solution, especially for hoses 
that are made of aluminium is to paint them black with a 
simple water-based paint or coating (high emissivity paints are 
also commercially available at a cost). All the acquisitions that 
were performed in this research were done while the bus has 
not been operating for a long period of time. The difference is 
that these systems could behave in a different manner while 
loaded with passengers, under heat and under load while 
moving. 

Furthermore, IRT is not limited to the application 
presented in the paper. Other passive IRT applications could 
be: testing the vehicle’s main powerplant in order to identify 
potential faults, or other parts of the vehicle such as the tyres 
as the vehicles come into the depot where thermal imaging can 
provide information about the wear and tear of the tyres. 
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Figure 3. Acquisition #3 for vehicle C at t1=2.3m 

with the engine on idle 

 

Figure 4. Acquisition #3 for vehicle C at t2=8.1m with 

the engine on high load 

 

Figure 5. ΔΤ diagram for acquisition #3 

 

Figure 6. PCT (left) and FT amplitude (right) 

processed images from acquisition #3 

 
Figure 7. Acquisition #5 for vehicle D at t1= 1.98 

min with the engine idling 

 
Figure 8. ΔΤ diagram for acquisition #5 

 

Figure 9. PCT (left) and FT amplitude (right) processed 

images from acquisition #5 
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Abstract—Despite the significant economic and 

environmental benefits of renewable energy sources, such as 

wind turbines and photovoltaic generators, the intermittent 

nature and uncertainty in their sources, such as wind speed and 

solar radiation, make efficient use of these sources challenging. 

These uncertainties have dramatically increased the need for 

battery energy storage systems (BESS). Accurately predicting 

energy production from renewable sources and fluctuations in 

energy consumption demand is effective in the optimal 

management of BESS. Artificial intelligence (AI) techniques can 

significantly improve the accuracy of predictions by training on 

relevant data. AI techniques enable BESS operators to 

comprehensively understand and control various influencing 

factors, from the output status of renewable energy sources to 

making decisions about charging and discharging schedules. 

This study aims to provide an optimal energy management 

strategy by presenting a new multi-objective optimization model 

based on AI to determine the optimal size of BESS. 

Keywords—energy management, artificial intelligence 

techniques, battery energy storage systems, renewable energy, 

multi-objective optimization. 

INTRODUCTION 

The intermittent nature of renewable energy sources 
(RES) is a major challenge for their efficient use. On the other 
hand, the demand for electrical energy is also intermittent. 
Battery energy storage systems (BESS) have been proposed 
as an effective solution to reduce fluctuations and 
compensation for uncertainties in electricity generation from 
RES and electricity demand [1]. BESS stores the energy 
generated during the period of availability of generating units 
and dispatches this energy in case of a power outage or during 
off-peak periods. In addition, BESS can help manage peak 
load, regulate voltage and frequency, improve power quality, 
and further RES penetration. In this way, using BESS 
increases the reliability and security of the power grid [2]. 

However, BESSs are expensive components with a 
relatively short lifespan, and finding the optimal size 
according to the features and requirements is an important 
factor in the financial success of the project [1]. However, 
determining the optimal size of BESSs takes time and effort. 
If they are oversized, their cost can be unjustified; if they are 
undersized, they may not fulfill the system requirement [1]. 

Various indicators and criteria can be considered 
according to the objectives and basic requirements of the 
system to determine the optimal size of BESS. These criteria 
are generally classified into four categories: financial, 
technical, environmental, and hybrid criteria [3]. In the 

literature, the optimal size of BESSs has been determined 
using various techniques. These optimization techniques are 
probabilistic, analytical, directed search-based, artificial 
intelligence (AI) based, and hybrid methods [3]. 

In addition to BESS, which is added to the system to 
maintain reliability and stability, hybrid renewable energy 
systems can consist of various other components, including 
renewable and non-renewable energy generators. The 
literature generally divides renewable energy systems into 
four categories: distributed renewable energy systems, 
microgrids, standalone hybrid renewable energy systems, and 
power plant systems [3]. Determining the optimal size of 
BESS requires a set of sizing criteria. These four categories 
lead to different BESS sizing criteria. 

In distributed renewable energy systems, solar PV is 
integrated directly into the distribution grid for end-user or 
regional distribution grid applications, usually to reduce the 
electricity costs of consumers [3]. Microgrid energy systems 
are usually created with two operation modes: grid-connected 
and islanded. In grid-connected mode, system performance 
and BSSS are similar to distributed renewable energy systems. 
However, In the islanded mode, the microgrid works as an 
independent system, and the BESS is used as a voltage source 
or a microgrid performance enhancer. Standalone hybrid 
renewable energy systems include non-renewable energy 
sources, such as diesel generators, and renewables, such as 
solar PV. The main purpose of using BESS in these systems 
is generally to match the imbalance between renewable energy 
production and electricity demand to ensure the continuity of 
electricity supply. Power plant renewable energy systems are 
classified into "market" or "non-market". Their scale is 
usually much larger than that of other systems, and therefore, 
the size of BESS is determined based on more parameters. 
BESS is generally used in these systems to obtain better 
performance, smooth output power, load management, 
minimize operating costs, and compensate for the mismatch 
between predicted and actual production [3]. 

In [1], a multi-objective mixed-integer quadratic model is 
proposed to determine the optimal capacity and power of 
BESS in a Grid-Connected microgrid (MG), taking into 
account the economic and technical criteria and the 
uncertainty of dispatchable generators (DG) and RESs. [4] has 
proposed a techno-economic model by introducing the 
energy-to-power ratio as a factor to enable a quick assessment 
of the feasibility of a BESS. For the optimal size of BESS in 
solar energy electric vehicles (SEEV) in [5], combinatorial 
optimization using a genetic algorithm and neural network is 
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used. The main goal of their model was to minimize the total 
capital cost of the BESS. 

In [6], an artificial bee colony optimization algorithm is 
used to optimize the size of BESS to minimize the total cost 
of MG integrated with RES. A genetic algorithm-based 
method for sizing microgrid energy storage systems is 
proposed in [7]. The main goal of their proposed method is to 
find the energy and power capacities of the storage system that 
minimizes the operating cost of the microgrid. In [8], a BESS 
capacity planning model is proposed for the problem of peak 
and load shaving. They considered two different optimization 
objectives: one is to reduce the difference between the peak 
load and the valley load, and the other is to minimize the daily 
load variance. An optimal BESS sizing method is developed 
in [9] for a smart microgrid with PV systems and air 
conditioning resources. The proposed model is solved by 
differential evolutionary algorithms and iterative algorithms. 
In [10], a multi-year operational planning model is proposed 
to optimally determine the BESS optimal power rating, energy 
capacity, and the year of installation, considering its 
coordinated performance in isolated microgrids. 

This paper investigates a multi-objective optimization 
approach to obtain the optimal capacity and power rating of 
BESS in a grid-connected MG, taking into account the 
uncertainties and intermittency of renewable energies. 

The main contributions of this paper can be stated as 
follows: 

(1) This paper presents a novel multi-objective 
optimization model to optimize the size of BESS, in which 
total costs are minimized and renewable energy consumption 
is maximized. 

(2) An AI controller is developed to assist energy 
management in the proposed model. 

(3) According to the proposed multi-objective 
optimization model, instead of an optimal solution, a set of 
Pareto optimal solutions will be available. In this case, the 
decision maker can choose one of them as the optimal solution 
according to other management criteria. 

The rest of the paper is structured as follows: Section II 
contains our general model and scenario. Section III presents 
the proposed multi-objective optimization model. Section IV 
provides computational experiments, and Section V is devoted 
to conclusions. 

GENERAL MODEL AND SCENARIO 

This study aims to develop a multi-objective optimization 
model to obtain the optimal capacity and power of BESS 
considering the intermittency of renewable energies. Also, an 
optimal energy management strategy is presented to increase 
the reliability of the power grid with renewable energies and 
BESS devices by evaluating its performance based on AI 
prediction of energy consumption and solar production. An AI 
controller moves everything towards desired goals. The tasks 
of this AI controller are: 

• Prediction load consumption 

• Prediction of the energy generation from PV panels. 

• Peak shavings and Load shifting. 

• Optimize BESS operation by: 

✓ Predicting charging and discharging periods. 

✓ Predicting stored energy levels to optimize the 
battery lifetime. 

We have considered the energy consumption demand in 
an apartment that supplies its energy needs from three main 
sources: the grid, PV panels, and BESS. Our model is actually 
a microgrid energy system connected to the grid. Figure 1 
shows an overview of our model. 

 

Figure 1: Overview of our general model. 

PROPOSED MULTI-OBJECTIVE OPTIMIZATION MODEL 

This section presents the proposed multi-objective 
optimization model. Due to the stochastic nature of energy 
consumed, energy injected through renewable energy sources 
(caused by variable weather conditions), and other related 
factors, an energy management program as a multi-objective 
stochastic optimization model that considers all possible 
scenarios to reduce the effects of fluctuations is appropriate. 
However, in this short article, we have considered the 
proposed model in its deterministic state (assuming the 
occurrence of only one of the possible scenarios). 

Objective functions 

The first objective function is used to minimize the total 
costs and calculated using the following formula: 

𝑓1 = 𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝐷𝐸𝑃 + 𝐶𝑜𝑠𝑡𝐶𝑎𝑝_𝐵𝐸𝑆𝑆 + 𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝑂𝑀
+ 𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝐸𝑁𝑆  + 𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝐷𝐸𝐶
+ 𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝐿𝑜𝑎𝑑 

(1) 

    where 𝐶𝑜𝑠𝑡𝐷𝐸𝑃_𝑇𝑜𝑡𝑎𝑙, 𝐶𝑜𝑠𝑡𝐶𝑎𝑝_𝐵𝐸𝑆𝑆, 𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝑂𝑀 , 

𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝐸𝑁𝑆 and 𝐶𝑜𝑠𝑡𝐷𝑇𝐸𝐶 , 𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝐿𝑜𝑎𝑑 are the total 

depreciation cost, the total capital cost of 𝐵𝐸𝑆𝑆, the total 
operation and maintenance cost, the total costs of the energy 
not supplied, the total daily energy cost, and the load 
curtailment cost, respectively. The calculation of each of them 
is shown below: 

𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝐷𝐸𝑃 = 𝐶𝑜𝑠𝑡𝐷𝐸𝑃_𝑃𝐺 + 𝐶𝑜𝑠𝑡𝐷𝐸𝑃_𝐵𝐸𝑆𝑆
+ 𝐶𝑜𝑠𝑡𝐷𝐸𝑃_𝑃𝑉 

(2) 

    where 𝐶𝑜𝑠𝑡𝐷𝐸𝑃_𝑃𝐺 , 𝐶𝑜𝑠𝑡𝐷𝐸𝑃_𝐵𝐸𝑆𝑆 and 𝐶𝑜𝑠𝑡𝐷𝐸𝑃_𝑃𝑉 are the 

total depreciation costs of the power grid, BESS, and PV 
panels, respectively. 

𝐶𝑜𝑠𝑡𝐶𝑎𝑝_𝐵𝐸𝑆𝑆 = 𝐶𝑜𝑠𝑡𝐵𝐸𝑆𝑆_𝑘𝑤ℎ ∗ 𝐸𝐶𝐵𝐸𝑆𝑆
𝑚𝑎𝑥

+ 𝐶𝑜𝑠𝑡𝐵𝐸𝑆𝑆_𝑘𝑤 ∗ 𝑃𝐶𝐵𝐸𝑆𝑆
𝑚𝑎𝑥  

(3) 

    where 𝐶𝑜𝑠𝑡𝐵𝐸𝑆𝑆_𝑘𝑤ℎ , 𝐸𝐶𝐵𝐸𝑆𝑆
𝑚𝑎𝑥 , 𝐶𝑜𝑠𝑡𝐵𝐸𝑆𝑆_𝑘𝑤and 𝑃𝐶𝐵𝐸𝑆𝑆

𝑚𝑎𝑥  are 

BESS capacity rating cost per kWh, maximum energy 
capacity of BESS, BESS power rating cost per kW, and 
maximum power capacity of BESS, respectively. 
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𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝑂𝑀 = 𝐶𝑜𝑠𝑡𝑆𝑢𝑝_𝑂𝑀 + 𝐶𝑜𝑠𝑡𝑃𝑉_𝑂𝑀
+ 𝐶𝑜𝑠𝑡𝐵𝐸𝑆𝑆_𝑂𝑀 

(4) 

     where𝐶𝑜𝑠𝑡𝑆𝑢𝑝_𝑂𝑀, 𝐶𝑜𝑠𝑡𝑃𝑉_𝑂𝑀 and 𝐶𝑜𝑠𝑡𝐵𝐸𝑆𝑆_𝑂𝑀are the 

energy supplier (power grid) related, PV-related, and BESS-
related costs  (including operation and maintenance costs) and 
calculated as follows: 

𝐶𝑜𝑠𝑡𝑆𝑢𝑝_𝑂𝑀 =∑𝐶𝑜𝑠𝑡𝑆𝑢𝑝𝑂𝑀 𝑡
𝑡

 (5) 

𝐶𝑜𝑠𝑡𝑃𝑉_𝑂𝑀 =∑∑𝐶𝑜𝑠𝑡𝑃𝑉_𝑂𝑀𝑖 𝑡
𝑡𝑖

 (6) 

𝐶𝑜𝑠𝑡𝐵𝐸𝑆𝑆_𝑂𝑀 =∑∑𝐶𝑜𝑠𝑡𝐵𝐸𝑆𝑆_𝑂𝑀𝑘 𝑡
𝑡𝑘

 (7) 

     where t is the time unit, 𝑖 is the index of PV panels (𝑖 =
1,… , 𝑁𝑃𝑉), 𝑘 is the index of BESS (𝑘 = 1,… ,𝑁𝐵𝐸𝑆𝑆), 𝑁𝑃𝑉 is 

the number of PV panels and  𝑁𝐵𝐸𝑆𝑆 is the number of BESS. 

𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝐸𝑁𝑆 =∑𝐶𝑜𝑠𝑡𝐸𝑁𝑆 𝑡
𝑡

 (8) 

𝐶𝑜𝑠𝑡𝑇𝑜𝑡𝑎𝑙_𝐷𝐸𝐶 =∑(𝑃𝐶APPsh𝑡 + 𝑃𝐶APPns 𝑡
𝑡

− (𝑃𝐺𝑃𝑉 𝑡 + 𝑃𝑆𝐵𝐸𝑆𝑆 𝑡))

× 𝑈𝐶𝑆𝑢𝑝 𝑡 

(9) 

     where 𝑃𝐶APPsh𝑡 and 𝑃𝐶APPns 𝑡 are hourly power 

consumption against shiftable and non-shiftable appliances 

per kWh at time t. 𝑃𝐺𝑃𝑉 𝑡 is hourly total active power 

generation per kWh from PV panels at time t: 

𝑃𝐺𝑃𝑉 𝑡 =∑𝑃𝐺𝑃𝑉𝑖 𝑡
𝑖

 (10) 

𝑃𝑆𝐵𝐸𝑆𝑆 𝑡 is hourly total power storage per kWh in BESS at 

time t: 

𝑃𝑆𝐵𝐸𝑆𝑆 𝑡 =∑𝑃𝑆𝐵𝐸𝑆𝑆𝑘  𝑡
𝑘

 (11) 

𝑈𝐶𝑆𝑢𝑝 𝑡 is the unit cost of purchasing power from an energy 

supplier (power grid) per €/kWh at time t. 

    The second objective function is designed to increase the 

ratio of renewable energy consumption to total energy 

consumption. The second objective function is described as 

follows: 

𝑓2 =
∑ (𝑃𝐺𝑃𝑉 𝑡 +  𝑃𝑆𝐵𝐸𝑆𝑆 𝑡)𝑡

∑ (𝑃𝐶APPsh𝑡 + 𝑃𝐶APPns 𝑡)𝑡

 (12) 

Model Constraints 

In this section, the constraints of the model are introduced. 

Equation 13 shows the total daily supply-demand balance 
constraint. 

𝑇𝑃𝐷𝐸𝑃𝐺 𝑡 = (𝑃𝐶APPsh𝑡 + 𝑃𝐶APPns 𝑡 + 𝑃𝐶𝐵𝐸𝑆𝑆 𝑡
+ 𝑃𝐷𝐵𝐸𝑆𝑆 𝑡)

− (𝑃𝐺𝑃𝑉 𝑡 + 𝑃𝑆𝐵𝐸𝑆𝑆 𝑡 + 𝑃𝐸𝑁𝑆 𝑡) 

(13) 

     where 𝑇𝑃𝐷𝐸𝑃𝐺 𝑡 is the total power demand (load demand) 

per kWh, which is supplied from the external power grid at 

time t.𝑃𝐶𝐵𝐸𝑆𝑆 𝑡 and 𝑃𝐷𝐵𝐸𝑆𝑆 𝑡 are the needed charging and 

discharging power of BESS device per kWh during the period 

𝑡. 𝑃𝐸𝑁𝑆 𝑡 is the total hourly power per kWh that is not supplied 

in the system at the time t. 

     As shown in equation 14, the total capital cost of the BESS 

cannot exceed the budget limits: 

𝐶𝑜𝑠𝑡𝐶𝑎𝑝_𝐵𝐸𝑆𝑆 ≤ 𝐵𝑢𝑑𝑔𝑒𝑡𝐵𝐸𝑆𝑆 (14) 

    where 𝐵𝑢𝑑𝑔𝑒𝑡𝐵𝐸𝑆𝑆 is the budget limit for BESS. 

   Considering that the capacity of the transmission line is 

limited, inequality (15) is defined for the grid power: 

𝐺𝑃𝑚𝑖𝑛 ≤ 𝐺𝑃𝑡 ≤ 𝐺𝑃
𝑚𝑎𝑥  (15) 

    where 𝐺𝑃𝑡  is the grid power per kWh at time t. 𝐺𝑃𝑚𝑖𝑛  and 

𝐺𝑃𝑚𝑎𝑥  are minimum and maximum power capacity of the 

line transmission. 

    Grid power is obtained from the following equation: 

𝐺𝑃𝑡 = 𝑃𝐶APPsh𝑡 + 𝑃𝐶APPns 𝑡 
(16) 

    The energy supplier (power grid) related cost is calculated 

as follows: 

 𝐶𝑜𝑠𝑡𝑆𝑢𝑝𝑂𝑀𝑡 = 𝑈𝐶𝑆𝑢𝑝 𝑡 ∗ 𝐺𝑃𝑡 ∗ ∆𝑡 

 
(17) 

    The charge and discharge model of the BESS is shown as 

follows: 

𝑃𝑆𝐵𝐸𝑆𝑆𝑘 𝑡 = 𝑃𝑆𝐵𝐸𝑆𝑆𝑘  𝑡−1(1 − 𝑃𝐿𝑅𝐵𝐸𝑆𝑆𝑘  𝑡)

+ 𝜉 𝜂𝐶𝐵𝐸𝑆𝑆𝑘𝐶𝑃𝐵𝐸𝑆𝑆𝑘  𝑡

− (1 − 𝜉)
𝐷𝑃𝐵𝐸𝑆𝑆𝑘 𝑡

𝜂𝐷𝐵𝐸𝑆𝑆𝑘
 

(18) 

    𝑃𝑆𝐵𝐸𝑆𝑆𝑘 𝑡 and 𝑃𝑆𝐵𝐸𝑆𝑆𝑘  𝑡−1 are hourly total power storage 

per 𝑘𝑊ℎ in 𝑘𝑡ℎ BESS device before and after charging and 

discharging at the time 𝑡 and 𝑡 − 1, respectively. 𝑃𝐿𝑅𝐵𝐸𝑆𝑆𝑘  𝑡 

is the power loss rate of 𝑘𝑡ℎ BESS device at the time 

𝑡.𝜂𝐶𝐵𝐸𝑆𝑆𝑘  and 𝜂𝐷𝐵𝐸𝑆𝑆𝑘  are the charging efficiency and 

discharging efficiency of 𝑘𝑡ℎ BESS device per 𝑘𝑊 at the time 

𝑡, respectively. 𝐶𝑃𝐵𝐸𝑆𝑆𝑘 𝑡 is charge power of 𝑘𝑡ℎ BESS device 

at the time 𝑡. 𝐷𝑃𝐵𝐸𝑆𝑆𝑘 𝑡 is discharge power of 𝑘𝑡ℎ BESS 

device at the time 𝑡. 𝜉 is status variable to judge whether the 

system is charging at time t, 0 for discharging, and 1 for 

charging: 

𝜉 = {
1            𝑖𝑓 𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑚𝑜𝑑𝑒
0      𝑖𝑓 𝑑𝑖𝑠𝑐ℎ𝑎𝑟𝑔𝑖𝑛𝑔 𝑚𝑜𝑑𝑒

 (19) 

    The hourly total power storage in the kth BESS device 

applies in the following constraint: 

𝑃𝑆𝐵𝐸𝑆𝑆𝑘
𝑚𝑖𝑛 ≤ 𝑃𝑆𝐵𝐸𝑆𝑆𝑘 𝑡 ≤ 𝑃𝑆𝐵𝐸𝑆𝑆𝑘

𝑚𝑎𝑥  (20) 

    where 𝑃𝑆𝐵𝐸𝑆𝑆𝑘
𝑚𝑖𝑛  and 𝑃𝑆𝐵𝐸𝑆𝑆𝑘

𝑚𝑎𝑥  are the minimum and 

maximum energy capacity of kth BESS device. 
 

COMPUTATIONAL EXPERIMENT 

The understudy system includes several PV modules with 
a total maximum capacity of 100 kW as renewable energy 
production units. The amount of energy generated by PV 
panels is variable and depends on various factors, including 
weather conditions. The energy consumption is also variable 
and depends on various factors. Figure 2 shows the energy 
consumption and the total energy production from PV panels 
on a specific day. 
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Figure 2: Energy consumption and total energy production 
from PV panels in one day. 

We have used AI techniques to predict the amount of 
energy consumption and energy production from PV panels as 
accurately as possible in the days ahead. However, we have 
not presented the prediction results to avoid making them too 
long. 

Among the various technologies available in the market, 
the BESS based on lithium-ion (Li-ion) will be used in our 
system due to its advantages. The lifetime and lifecycle 
against the depth of discharge (DOD) variations of the Li-ion 
battery are considered according to [11]. 

Other technical parameters of BESS are round trip 
efficiency: 95%, min depth of discharge: 10%, power rating 
cost: 250 $/kW, capacity rating cost: 600 $/kWh. The power 
grid costs include energy cost (peak period): 10.68 $/kWh, 
energy cost (off-peak period): 5.8 $/kWh [1]. 

To solve the multi-objective optimization problems, we 
used the "Global Solve" of the global optimization package in 
MAPLE version 18.01. 

Figure 3 shows the results of the Pareto frontier of multi-
objective optimization model. The horizontal axis represents 
the first objective function (the total cost), and the vertical axis 
represents the second objective function (the ratio of 
renewable energy consumption).  

Figure 3 clearly shows an indirect linear relationship 
between the total cost and the ratio of renewable energy 
consumption to total energy consumption in this system. 

 

Figure 3: The results of the multi-objective optimization 
model (Pareto frontier) and selected Pareto solutions. 

We have selected three Pareto optimal solutions for further 
investigation, specified in Figure 3.  The results are displayed 
in Table 1. 

Table 1: The results of three Pareto optimal solutions of the 

multi-objective optimization model 

Pareto 

solution 

BESS 

Capacity 

(kWh) 

BESS 

Power (kW) 

Total 

cost ($) 

Ratio of 

renewable 

energy (%) 

1 570.25 91.14 30413 11% 

2 710.97 108.63 43139 16% 

3 899.67 130.75 55865 20% 

 

According to the results of Table 1, by increasing the 
capacity and power of BESS, the ratio of renewable energy 
consumption to total energy consumption gradually increases 
while the total cost increases. 

CONCLUSIONS 

In this paper, a multi-objective optimization approach was 
proposed to obtain the optimal capacity and power of BESS, 
in which total costs are minimized and renewable energy 
consumption is maximized simultaneously. Also, the benefits 
of using an AI controller for energy management are 
explained. In the proposed multi-objective optimization 
model, a set of Pareto optimal solutions is provided to 
decision-makers instead of an optimal solution. 

Due to the random nature of consumed and injected energy 
through renewable energy sources, a multi-objective 
stochastic optimization model of fluctuations is more 
appropriate. However, in this short article, the proposed model 
was considered in the deterministic state. In future research, a 
multi-objective stochastic optimization model will be 
developed to obtain the optimal capacity and power of BESS. 
Also, developing a comprehensive method based on AI 
techniques to select an optimal solution from among the 
Pareto solutions for determining the final optimal capacity and 
power of BESS will be discussed. 
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Abstract— Red meat products of animal origin, such as 

sausage, beef bacon, and salami, are among the most produced 

and consumed animal foods in Turkey. Increasing meat 

production is remarkable in terms of the environmental impacts 

occurring in meat integrated plants and red meat production 

processes. The Life Cycle Analysis (LCA) is an impact 

assessment method that has been frequently used recently to 

measure sustainability and reveal its quantitative impacts. The 

aim of this study is to determine the environmental impacts of 

fermented sausage produced in a meat integrated plant using 

LCA. The system boundary of the study starts with the transfer 

of live animals from the livestock producer using diesel-fueled 

vehicles, and includes the transportation of carcass meat to the 

meat integrated plant, sausage production stages, packaging 

and distribution to market. One-year data for 2020 was taken 

from a meat integrated plant in Turkey, Afyonkarahisar. The 

SimaPro 9 software package and the CML-IA impact 

assessment method were used in the study. The functional unit 

(FU) for LCA was 1 pieces of sausage (0.5 kg) produced. Three 

environmental impact categories were evaluated: global 

warming potential (GWP), acidification potential (AP), and 

eutrophication potential (EP). The FU caused an impact on 

GWP of 1.56E+01 kg CO2 eq. The results for the other studied 

environmental impact categories are as follows: 6.01E-02 kg SO2 

eq for AP and 6.56E-02 kg PO4 eq for EP. For all the three 

environmental impact categories (GWP, AP and EP), the impact 

of FU is mainly due to the raw material stage. So, 91.21% of 

GWP, 88.17% of AP and 93.43% of EP consist of livestock (red 

meat from cattle). While the cooling process was determined to 

be the second process that made a significant contribution 

(6.64%, 9.57% and 5.70%), the contribution of other processes 

was found to be below 1%.  

Keywords— Environmental impact, processed meat, life cycle 

analysis 

INTRODUCTION 

Meat and meat products are among the most consumed 

food products in the world due to their high protein content. 

Considering that meat production and consumption are 

expected to increase further in the near future, the 

implementation of sustainable agriculture within the livestock 

supply chain is of great importance [1]. 

The production and consumption of meat and meat products 

is increasing in our country as well as in all developing 

countries. Continuously increasing meat production also 

draws attention to the environmental impacts that occur in 

integrated meat plants and red meat production processes. 

Various environmental impacts occur starting from animal 

husbandry, especially farm, agriculture and fertilizer stages, 

land use, water use, electricity and natural gas use. As a result 

of current production in these plants, it is important to evaluate 

all environmental emissions and natural resource consumption 

in the supply chain, from animal feeding, slaughtering, 

production, distribution, consumption, and waste disposal, 

together in order to fully reveal the environmental impact of 

the product/process. The results of the practices to be 

implemented to reduce the environmental impacts and ensure 

sustainability should also be presented and improvement 

should be measurable. Life Cycle Analysis (LCA) is one of 

the methods developed to measure and quantify sustainability. 

The LCA consists of four stages: goal and scope definition; 

inventory analysis and data collection; impact assessment; and 

interpretation [2]. In this study environmental impacts of 

processed meat product were determined by LCA.  

 

MATERIALS AND METHODS 

This LCA study was conducted using data from a meat 

integrated plant located in Afyonkarahisar province of 

Turkey. The 2020 data of the meat integrated plant located in 

Afyonkarahisar Province Organized Industrial Zone and 

engaged in fermented sausage production are primary data 

obtained through personal communication with the plant. 

The functional unit (FU) for LCA was 1 pieces of sausage 
(0.5 kg) produced. The SimaPro 9 software package version 
9.1.1.7 and the CML-IA impact assessment method were used 
in the study [3]. 

Inputs for sausage production as raw materials, transfer 
distances, flows of energy, water and similar (etc.) were 
collected and inventory information was created with 1-year 
data (2020) and modeled using the “Ecoinvent 3” and “Agri-
footprint 5” databases in the SimaPro software. In the impact 
analysis phase, the effects of possible environmental 
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emissions identified by the inventory analysis on human 
health and environmental values as well as natural resource 
consumption were characterized according to the CML-IA 
calculation method. The three most common impact 
categories originating from the livestock sector were 
investigated: global warming potential (GWP), acidification 
potential (AP) and eutrophication potential (EU). 

In this study, the LCA system boundary starts with the 
transfer of live animals from the livestock producer with 
diesel-fueled vehicles and includes the transportation of 
carcass meat to the meat integrated plant, sausage production 
stages, packaging and distribution to the market. 

The system boundaries of the LCA study for the selected 
processed meat product (sausage production) are given in 
Figure 1.  

 

 

 

 

 

 

Figure 1: System boundary and life cycle impact assessment for 

sausage processing. 

 

 

RESULTS 

 

Environmental impact assessment results per FU 

(processed meat product = 1 sausage) for all production 

stages are given in Table 1. The total environmental impacts 

are as follows: 6.01E-02 kg SO2 eq for AP, 6.56E-02 kg PO4 

eq for EP and 1.56E+01 kg CO2 eq for GWP. For all the three 

environmental impact categories (GWP, AP and EP), the 

impact of FU is mainly due to the raw material stage. The 

percentage contributions to environmental impacts of the 

processed meat product are shown in Figure 2. The 91.21% 

of GWP, 88.17% of AP and 93.43% of EP consist of livestock 

(red meat from cattle). While the cooling process was 

determined to be the second process that made a significant 

contribution (6.64%, 9.57% and 5.70%), the contribution of 

other processes was found to be below 1%. 

 

 

 
 

 

 

 

 

 

 

Table 1: Environmental impact assessment results of the 

processed meat product. 

 

 

  
 

Figure 2: Percentage contributions to environmental impacts of 

the processed meat product. 

 

GWP refers to the warming of the atmosphere due 

to climate change. Burning of fossil resources such as oil, 

coal and natural gas is one of the major human activities 

causing global warming. The main pollutants included in 

GWP are methane, carbon dioxide and nitrous oxide [4]. The 

total environmental impact was found as 1.56E+01kg CO2 eq 

Almost all of the contribution (1.42E+01 kg CO2 eq; 

91.21%).) was originated from raw materials. Cooling also 

has a noticeable contribution of 6.62%. Higher values were 

obtained for GWP (2.66E+01‒4.93E+01) in studies that 

included agriculture and farm stages in the system boundary 

[5], [6], [7]. In the studies conducted by [7] and [8], where 

the environmental impacts of meat production from different 

animals were evaluated, the highest environmental impact for 

GWP was found for beef. 

AP is the impact category that expresses the 

pollution impact of acidifying regimes on soil, water, surface 

GWP AP EP

Raw materials 91,21 88,17 93,43

Raw material transfer 0,6 0,52 0,09

Slaughter 0,33 0,48 0,28

Cooling 6,62 9,57 5,7

Mince 0,05 0,07 0,04

Mixer 0,02 0,03 0,02

Sausage filling 0,14 0,2 0,12

Baking 0,22 0,32 0,19

Shower 0 0 0

Market Distribution 0,79 0,64 0,13
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Impact category GWP AP EP 

Unit kg CO2 eq kg SO2 eq kg PO4 eq 

Raw materials 1,42E+01 5,30E-02 6,13E-02 

Raw material transfer 9,41E-02 3,10E-04 6,19E-05 

Slaughter 5,18E-02 2,89E-04 1,86E-04 

Cooling 1,03E+00 5,75E-03 3,74E-03 

Mince 7,11E-03 3,96E-05 2,57E-05 

Mixer 3,25E-03 1,81E-05 1,18E-05 

Sausage filling 2,16E-02 1,20E-04 7,79E-05 

Baking 3,47E-02 1,93E-04 1,25E-04 

Shower 1,18E-04 5,05E-07 2,21E-07 

Market Distribution 1,23E-01 3,85E-04 8,44E-05 

Total  1.56E+01 6.01E-02 6.56E-02 
Transfer from farm Sausage processing Distribution to market 

Life cycle impact assessment for sausage processing 

Global Warming Potential (GWP) 

Acidification Potential (AP) 

Eutrophication Potential (EP) 
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water, organisms, ecosystems and processes. The most 

important anthropogenic acidification potential sources are 

combustion processes and transfer in electricity and heating 

production, but emissions of ammonia (NH3) related to meat 

production are also important [9]. The total environmental 

impact value in the AP impact category was found as 6.01E-

02 kg SO2 eq. The raw material stage accounts with 5.30E-02 

kg CO2 eq (88.17%), while cooling has also a noticeable 

contribution of 9.57%. Although the same impact assessment 

method was used, a higher value (1.22E-01 kg CO2 eq) was 

obtained in another study for the AP impact category [10]. 

Also, in an another study where the same impact assessment 

method was used for 1 kg of beef patties, a processed meat 

product, a higher value (4.06E-01 kg CO2 eq) was calculated 

for AP [11]. 

EP is one of the impact categories expressing the 

effects caused by the increase in macronutrients due to 

excessive release of nutrients to air, water and soil. The total 

environmental impact value in the EP impact category was 

6.56E-02 kg PO4 eq and the raw material stage accounts with 

6.13E-02 kg PO4 eq (93.43%). Although the same impact 

assessment method was used, higher values were reported 

(1.06E-01‒1.54E-01 kg PO4 eq) in some studies [10, 12].  In 

an another study [11], where the CML-IA method was used 

for 1 kg of beef patties, which is a processed meat product, a 

higher EP effect (2.54E-01 kg PO4 eq) was calculated. 

This study helped to identify the three most 

significant environmental burdens of mass production of 

sausage meat with a LCA for the meat sector.  
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Abstract—Airport slot allocation is a significant procedure 

with a number of benefits that emerge for the airport itself but 

for the airlines as well. Market-based approaches have gained 

interest to address slot allocation since the airlines are 

essentially bidders that compete for the slots. Market based 

approaches have significant benefits over other methods 

including efficiency. In this paper, the slot allocation of airports 

is addressed using the Vickrey-Clark-Groves (VCG) auction 

model. The auction is implemented to impose a constraint to the 

allocation process by allowing acquisition of one slot per airline. 

Moreover, the seminal model has been implemented to allow 

more slots obtained by a single airline. Results show the best 

possible slot allocation and further research is essential to 

describe the multiple slots acquisition and whether this takes 

place due to unwanted behavior of the airline in its bidding 

process  

Keywords—auction, slot, allocation, payment, VCG, welfare, 

market. 

INTRODUCTION 

Air traffic has surged significantly over recent decades and 
is projected to continue growing. This ongoing increase in 
traffic has made airport capacity a highly limited resource at 
major airports. Expanding airport capacity, such as building 
new runways, faces significant challenges due to cost, land 
constraints, and political barriers. As a result, the efficient use 
of existing airport resources has become crucial. 

An airport slot is defined as "a permission granted by a 
coordinator for a planned operation to use all necessary airport 
infrastructure to arrive or depart from a Level 3 airport at a 
specific date and time". Airlines must competitively secure a 
limited number of coordinated slot pairs for both the origin 
and destination airports to operate their desired flight 
schedules. As a result, the efficient allocation of these slots 
among airlines is a crucial issue in the aviation industry 
Currently, airport slots are allocated semi-annually through a 
central system. Airlines submit their preferred flight schedules 
to a slot coordinator, and the slots are distributed in 
accordance with the Worldwide Slot Guidelines established 
by the International Air Transport Association (IATA). 
Airlines that utilized at least 80% of their allocated slots 
during the previous season are entitled to "grandfather rights," 
allowing them to retain those slots in the next season. After 
honoring these rights, the remaining non-grandfathered slots 
are distributed [1]. 

However, the existence of grandfather rights introduces 
inefficiencies in slot allocation. Airlines may continue to 
operate flights even when demand is insufficient to cover 
costs, solely to retain their slots for future use. Also, they 

perform the ghost flights to keep their slots. This practice 
undermines the optimal utilization of airport capacity and 
creates challenges in achieving a more efficient allocation of 
slots. 

The field of slot allocation has garnered significant 
attention. Broadly, there are three key areas of focus in airport 
capacity scheduling: the first involves capacity management 
through allocation rules, the second explores market-based 
approaches, and the third combines elements of both in a 
hybrid model. Capacity management strategies focus on 
developing mathematical models to create departure and 
arrival schedules based on airport capacity and safety 
constraints. In contrast, market-based strategies address 
congestion by using economic tools like secondary trading 
and slot auctions during peak periods [2]. For a thorough 
review of strategic slot allocation models, provide an 
extensive analysis [3]. 

In this paper we take on board the airport slot allocation 
using a market-based approach. In particular, we employ the 
VCG algorithm to allocate slots to airline companies. The 
algorithm has been modified to ensure that each airline can 
acquire only one slot. We provide results on the behavior of 
the algorithm and also give the seminal algorithm results 
whereby an airline can acquire more slots.  

RELATED WORK 

Some studies have approached congestion management 
from an economic standpoint, exploring ways to address the 
demand-capacity mismatch through financial incentives and 
strategic allocation. Several market-based instruments, such 
as slot trading [4], slot auctions [5], and congestion pricing [6], 
have been discussed as tools for balancing airport traffic and 
managing peak demand periods. These mechanisms aim to 
optimize the allocation of scarce airport resources by 
assigning monetary values to slots, which in turn encourages 
airlines to make more efficient use of their schedules. 

For instance, [7] developed an econometric model to 
assess how airlines internalize congestion. Their work delves 
into strategies such as slot hoarding and concentration, 
particularly following mergers and acquisitions, revealing 
how airlines manipulate slot allocations to maintain 
competitive advantages. By focusing on slot allocation 
behavior, their study provides insights into the strategic 
dynamics of congestion management in the aviation sector. 

In a different approach, [8] introduced a bilevel integer 
optimization model designed to create market mechanisms 
that maximize social welfare while adhering to core and 

mailto:espyrou@certh.gr
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budget constraints. This method ensures that the market 
functions efficiently by incorporating fairness and economic 
viability into the slot allocation process, providing a 
mathematically grounded solution to congestion management.  

In [9], the authors proposed a voting mechanism for slot 
allocation that integrates stakeholder preferences, offering a 
democratic alternative to market-based mechanisms. This 
voting-based approach ensures that the interests of all 
parties—airlines, regulators, and airport authorities—are  

 

taken into account when deciding on slot allocations at 
congested airports. 

These economic methods share the common goal of 
incentivizing airlines to schedule fewer flights during peak 
hours by imposing costs on slots, thereby mitigating 
congestion and reducing delays. However, despite their 
theoretical appeal, market-based approaches often encounter 
practical challenges. The introduction of monetary transfers 
and implicit barriers, such as regulatory and legal restrictions, 
can make these strategies difficult to implement in real-world 
settings. For instance, the political and economic implications 
of redistributing airport slots, especially in highly regulated 
aviation markets, often complicate the adoption of these 
market-driven solutions. 

In addition to market-based approaches, technological 
innovations are increasingly being used to tackle congestion. 
The authors in [10] applied machine learning techniques to 
forecast and manage flight delays and cancellations. By 
leveraging large datasets and predictive models, machine 
learning has the potential to improve traffic flow management 
and reduce congestion by providing real-time insights into 
flight disruptions. These advancements highlight the growing 
role of artificial intelligence in optimizing airport operations 
and complementing traditional economic strategies for 
congestion management. 

Overall, while economic models offer theoretical 
frameworks for congestion mitigation, the integration of 
machine learning and other technological innovations may 
provide more immediate and practical solutions to the 
complex problem of airport congestion, potentially bridging 
the gap between economic theory and operational reality. 

OUR PROPOSAL: VCG AUCTION 

A VCG auction [11-13] is a type of sealed-bid auction for 
multiple items where bidders submit bids representing their 

valuations without knowledge of other bidders' offers. The 
system then allocates the items in a socially optimal way, 
charging each bidder based on the negative impact their 
presence has on others. This structure incentivizes bidders to 
submit their true valuations, as doing so is the optimal 
strategy.  

However, the auction can be vulnerable to bidder 
collusion, and in some cases, a single bidder can manipulate 
the process by submitting multiple bids under different 

identities. The VCG auction is an extension of the Vickrey 
auction designed for multiple items. We can see an airline slot 
allocation example in Figure 1.  

 

 

The VCG auction is a specific application of the broader 
VCG mechanism, which aims to select the socially optimal 
outcome from a set of possibilities. When the risk of collusion 
is present, the VCG auction tends to outperform the 
generalized second-price auction in terms of both seller 
revenue and allocative efficiency. The steps of the VCG 
auction in our case study are the following. 

• Bid Collection: In this step, bids are gathered from 
all airlines, covering all possible subsets of airport 
slots. Each airline submits their valuation for the 
different slot combinations they are interested in, 
forming the foundation for the subsequent allocation 
process. 

• Welfare Maximization and Payment Calculation: 
Next, the allocation that maximizes social welfare is 
determined. This involves finding the allocation 
where the total benefit to all airlines is highest. 
Afterward, payments for each airline are calculated. 
The payment is based on the difference between the 
total welfare achieved without the airline's 
participation and the welfare achieved with their 
inclusion in the allocation process. 

• Output the Results: Finally, the optimal allocation 
of slots, along with the calculated payments for each 
airline, is provided as the output. This ensures that 
each airline receives its slots based on the welfare-
maximizing strategy and pays an appropriate amount 
corresponding to its impact on the overall system. 

The advantages of using VCG to airport slot allocation are 
that it fosters fairness and genuine preferences among bidders, 

Figure 1: Slot Allocation Example 
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it ensures transparency and equity in slot allocation and it can 
be modified to allow an airline to win multiple slots based on 
congestion levels or airline costs. 

More formally the VCG algorithm is as follows: 

Each airline 𝑖 submits bids 𝑏𝑖(𝑆) for airport slots and 
especially every possible subset 𝑆 of slots. The assumption is 
that each bid equals the airline’s true valuation 𝑢𝑖(𝑆). 

The optimal allocation 𝐴 is then computed by determining 
in when it maximizes the total declared valuation or social 
welfare. Here 𝐴𝑖′ is the allocation of slots to airline 𝑖 an an 
alternative allocation. 

 

                                   𝐴 = argmax
𝐴′
∑ 𝑢𝑖(𝐴𝑖

′)𝑛
𝑖=1                  (1) 

Thereafter the payments for each airline are calculated. 
The airline 𝑖 is then removed from the auction and the optimal 
allocation is computed, 𝐴−𝑖. 

                                𝐴−𝑖 = argmax
𝐴−𝑖′

∑ 𝑢𝑗(𝐴𝑗′)𝑗≠𝑖                (2) 

Then the welfare without airline  𝑖  is calculated (the other 
airlines under this optimal allocation)    

                                     ℎ𝑖 = ∑ 𝑢𝑗(𝐴−𝑖𝑗
′ )𝑗≠𝑖                           (3) 

Thereafter the payment 𝑝𝑖  of airline 𝑖 which reflects the 
externality that the airline imposes on others when it is 
participating in the auction 

                            𝑝𝑖 = ℎ𝑖(𝐴−𝑖) −∑𝑢𝑗(𝐴𝑗)

𝑗≠𝑖

                         (4)  

RESULTS 

The main slot allocation simulated experiment involves 6 
slots and 6 airlines, where the bids and slots are generated 
randomly. The VCG algorithm allocates more slots to an 
airline based on the principle of maximizing social welfare, 
which is the total sum of all participants' valuations for the 
items they receive. In this work, we modified the algorithm to 
ensure that each airline is allocated one slot. Additionally, we 
implemented the vanilla algorithm, where multiple slots may 
be assigned to a single airline. 

The outputs of the experiment include payments and the 
best allocation mechanism. The payments ensure that each 
agent's payment reflects the externality they impose on other 
agents by participating in the auction. We present the 
payments made for each slot. Additionally, the best feasible 
slot allocation determines the slot allocation that maximizes 
the total declared valuation, or social welfare, ensuring an 
optimal distribution of slots among airlines. 

In Table 1, the reader can see the allocations when the one 
slot per airline constraint is imposed. The payments of each 
airline per slot are given in Figure 2.  In these results a 
randomly generated 6x6 matrix is created that represents how 
much each airline bids on each item. Also, a randomly 
generated list of values for the items is provided as well.. 

 The difference in the payments occurs because airlines 
pay based on the effect they have on the overall auction's 
outcome. If an airline’s presence in the auction reduces the 
overall social surplus, they need to pay more. Conversely, if 
their bid does not reduce the social surplus much, they pay 
less. 

Table 1: Slot Allocation (I slot per airline) 

Airline Slot 

1 6 

2 3 

3 5 

4 1 

5 2 

6 4 

 

Thereafter, the seminal auction model has been used 
whereby multiple slots may be acquired by a single airline. 
This case has been investigated since, there might be airlines 
that utilize their time allocation just to keep them and not 
perform any flights. However this requires further research. In 
Table 2 the reader can see the results of the auction model 
execution. 

 

 

Figure 2: Payments per slot 

 

Table 2: Slot Allocation (more than 1 slot per airline) 

Airline Slot 

4 1 

1 2 

1 3 

2 4 

3 5 

4 6 

 

The results show that airlines 1 and 4 obtain two slots each. 
This requires further research in order to attribute this 
behavior to a real scenario where airlines are excluded from 
the slot auction.  

CONCLUSIONS 

In this paper we addressed the airport slot allocation using 
the VCG algorithm. We changed the algorithm with the 
constraint of one slot per airline and provided the allocation 
when this constraint is not present as well. 

The market-based slot allocation Approach ensures the 
optimal use of airport slots, maximizing capacity utilization 
while minimizing delays. By reducing operational costs for 
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airlines and driving profitability, it helps airlines avoid 
unnecessary expenses. This approach also eliminates ghost 
flights, which significantly reduces carbon emissions and 
supports sustainability goals, aligning the aviation industry 
with environmental objectives. The VCG auction model 
guarantees fair and honest slot allocation by compelling 
airlines to submit truthful bids. It can be adapted to allow 
airlines to win single or multiple slots based on their needs, 
encouraging them to optimize schedules and operations. This 
fosters a more responsive aviation industry.  

Together, market-based slot allocation and the VCG 
auction model represent forward-thinking strategies that 
ensure a sustainable, efficient, and economically viable future 
for the aviation industry, benefiting all stakeholders: airlines, 
passengers, airports, and the environment. 
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Abstract—Nature, the only environment in which life occurs 

and continues, completes its existence with climate. The climate 

that encompasses and directs our organic life not only shapes all 

dimensions of our lives with its elements but also determines 

whether our lives continue or disappear. Recognizing the 

climate elements that may affect our lives and foreseeing the 

effects of changes in these elements are vital for continuing our 

existence. Climate change is a phenomenon that has become 

particularly evident since the early 20th century, and it is largely 

attributed to the increase in carbon dioxide levels in the 

atmosphere due to the use of fossil fuels. Over the years, global 

temperatures have increased significantly. The greatest 

temperature increases are usually observed in polar regions. 

The melting of glaciers and the rise in ocean temperatures 

contribute to the increase in sea levels. This situation poses 

serious threats to communities living in coastal areas and has 

devastating impacts on ecosystems. These changes have serious 

effects, such as rising global temperatures, sea levels, and 

extreme weather events. 

The study discusses the aspects of climate that are significant for 

our civilization and the changes and levels of these elements. In 

this context, a time series prediction was made by analyzing data 

of global temperatures, greenhouse gas concentrations, sea level 

rise, and ocean temperatures collected over the years to 

illustrate the world's situation. This forecast will play a critical 

role in preventing and taking precautions against disasters in 

the future of humanity and will shed light on the future. The 

steps for the future and the decisions to be taken under the 

guidance of accurate and prompt predictions will guide all 

sectors and, in short, all humanity for the sustainability of life.  

In conclusion, current data indicate climate change is a serious 

global issue. This situation poses a significant threat to humanity 

and underscores the urgent need for action. 

Keywords— climate change, sustainability, time series 

forecasting  

INTRODUCTION  

As life in our world continues within the interactions of the 

components that can be described as animate and inanimate 

with each other and their environment, this process develops 

its own normal over time. This process can affect, change, 

destroy, or create new elements within itself. Although 

people perceive themselves as being at the center of life, they 

are actually at a corner of all the processes on our planet and, 

interestingly, they are the influencers of these processes from 

that corner with the civilization they have established. 

Among all these positive changes that may occur or 

changes that may turn into chaos, the only living beings that 

can detect the negative effects of these changes, if any, and 

demonstrate the ability to reduce or eliminate these 

negativities is human beings. It may be possible to eliminate 

the undesirable consequences caused by the decisions and 

practices of human civilization through the decisions and 

practices of humanity. This also applies to climate change, 

which has the potential to threaten humanity's existence. 

When this change has a negative and deadly potential, it 

creates a crisis for humanity. This situation is called a climate 

crisis. The climate crisis is a large-scale environmental threat 

that encompasses unbalanced changes in the atmosphere 

worldwide and their negative effects on ecosystems. The 

crisis, which is based on atmospheric changes, is defined as 

abnormal deviations in long-term climate patterns [1]. 

 

Many signs reveal climate change. The first one that draws 

attention is the changes in air temperature. The 

Intergovernmental Panel on Climate Change (IPCC) clearly 

states that between 2011 and 2020, the Earth's average 

temperature increased by 1.09°C compared to 1850-1900 

levels [1].  However, the change is not limited to this, and 

with the change in air temperature, many natural processes 

and structural components on our planet are affected and can 

change. Among these, changes in greenhouse gas 

concentrations, sea level rise, ocean temperatures, humidity, 

carbon dioxide levels, and rainfall [2] are the perceived 

indirect effects of climate change. This change can go beyond 

the change of habitat for human beings and can spread to all 

economic, social, and cultural areas of our lives and hinder 

sustainability-related studies [1] [3] [4] [5] [6]. Each element 

in which change is observed affects and can change the 

systems of which it is a part, to a greater or lesser extent. This 

interaction will probably continue until all systems created by 

the planet and, in particular, humanity reach a new balance. 

For this reason, the balance mustn't change, or at least that a 

new balance is reached with the least damage. 

 

Human beings have the talent of recording what is 

happening around them as data and interpreting the data and 

the changes in this data, in other words, being able to predict 

it. Therefore, the only living beings that can eliminate climate 

change and, more importantly, the climate crisis with the 

ability to predict it are human beings. The results obtained 

with these estimates will indicate what measures should be 

taken depending on the direction and severity of the change. 

LITERATURE REVIEW 

 

As climate change and its effects increasingly affect our 

lives, studies on the subject are increasing day by day. 

 

The IPCC [1] published a comprehensive study and report 

on climate change between 2011 and 2020 and seriously 

emphasized the importance of the issue in the international 
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arena. Zhou et.al studied the long term climate change, 

especially on the groundwater flow dynamics, and studied the 

situation in Alashan, China [7]. Adom [3] presented a 

literature survey reviewing studies conducted between 1992 

and 2023 on the socioeconomic impacts of climate change in 

developing countries beyond its physical effects. Vercambre 

et al. [4] analyzed the effects of climate change on ecosystem 

services provided by apple orchards in southeastern France 

using a process-based model. Zenda [5] published a literature 

review on the impacts of climate change on the livelihoods of 

farmers in Africa, revealing the impacts of the climate crisis 

on agriculture, a basic need of humanity. Yates and fourteen 

colleagues who are healthcare professionals studied the 

impact of climate change on surgical care, and by 

demonstrating the relationship between climate change and 

surgical care, which may initially be considered unrelated, 

they demonstrated the extent to which climate change should 

be taken into account  [6]. 

 

Being able to predict the future consequences of climate 

change and its related effects will play a critical guiding role 

in taking precautions or reversing the deteriorating trend. In 

this sense, studies in the literature are important because they 

indicate the precautions to be taken. Esfahani and Friedel [8] 

used a self-organizing map technique, quantile regression 

modeling and auto-regressive integrated moving average 

technique in their hybrid approach to forecast climate change. 

Ponce-Reyes et al. [9] used an ecosystem-based modeling 

approach to forecast ecosystem responses to climate change. 

It is important to predict not only climatic changes but also 

critical changes caused by climate change, and a study in 

which financial stress was estimated with machine-learning 

technique in this context was presented by Fava et al. [10]. 

Patrick et al. [11] used time series and ensemble models to 

predict banana crop yield considering climate changes for use 

in optimizing resource utilization, balancing the market and 

determining related policies. Earll et al. [12] used the Pajaro 

Valley Integrated Hydrologic Model (PVIHM) and the first-

order second moment (FOSM) method to assess the 

uncertainty in seawater inflow in California due to climate 

change. 

 

MATERIAL AND METHODS 

Material 

This study uses the NASA (The National Aeronautics and 
Space Administration of the United States) climate projection 
dataset [13]. Table 1 summarizes the data we gathered from 
1958 to 2023, focusing on four key variables related to climate 
change. Four significant variables—temperature anomaly, sea 
level rise, CO₂ emissions, and ocean heat content—are shown 
with their respective mean values, standard deviations, 
and minimum and maximum values over this period, along 
with the years in which those extremes occurred. 

Table 1: Summary Statistics of Key Variables 

 
Summary Statistics 

Unit Mean Std dev. 
Min 

Value 

Max 

Valuc 

Temperature 
Anomaly 

°C 0.36 0.34 -0.2 1.17 

Sea Level 

Rise 
millimeter -14.41 43.62 -72.91 69.66 

CO2 
Emission  

ppm 358.59 31.55 315.23 421.08 

 
Summary Statistics 

Unit Mean Std dev. 
Min 

Value 

Max 

Valuc 

Ocean Heat 
1022 

Joules 
4.07 7.06 -5.94 20.06 

 

All the analyses and visualizations were performed using 
R programming. 

Temperature Anomaly represents deviations in global 
temperature from historical averages. The mean temperature 
anomaly during the observed period is 0.36°C with a standard 
deviation of 0.34°C, indicating moderate variability in global 
temperatures. The minimum recorded anomaly of -0.2°C 
occurred in 1964, while the maximum of 1.17°C was observed 
in 2023, reflecting the accelerating rise in global temperatures 
due to anthropogenic climate change. The mean sea level has 
dropped by 14.41 millimeters since 1958, with a high standard 
deviation of 43.62 mm, highlighting the significant 
fluctuations in sea levels over time. The sea level hit its lowest 
point of -72.91 mm in 1958, but steadily increased to its 
maximum of 69.66 mm in 2023, which is consistent with the 
thermal expansion of oceans and melting ice caps linked to 
global warming. Atmospheric carbon dioxide concentrations, 
a primary driver of global warming, have steadily increased 
over the period. The mean concentration of CO₂ is 358.59 ppm 
with a standard deviation of 31.55 ppm. The data shows a 
minimum CO₂ concentration of 315.23 ppm in 1958, rising 
sharply to a maximum of 421.08 ppm in 2023. This 
continuous upward trend reflects the rapid industrialization 
and increased fossil fuel consumption over the last six 
decades. The mean ocean heat content anomaly is 4.07 × 10²² 
Joules, with a standard deviation of 7.06 × 10²² Joules, 
indicating a high degree of variability in the heat absorbed by 
the oceans. The lowest recorded ocean heat anomaly occurred 
in 1970, with a value of -5.94 × 10²² Joules, while the 
maximum value was recorded in 2022 at 20.06 × 10²² Joules, 
showcasing the oceans’ role as a major heat sink and their 
increasing heat absorption capacity, further confirming the 
long-term warming trend of the planet’s climate. 

 

Figure 1: Climate Indicator Changing   

The presented graph consists of four distinct panels, each 
illustrating key climate indicators over time, namely Global 
Temperature Anomaly, Sea Level Rise, CO₂ Emissions, and 
Ocean Heat Content, from 1958 to the present day. These 
indicators provide a comprehensive view of the accelerating 
changes to Earth’s climate, as influenced by both natural and 
anthropogenic factors. Top left panel shows the trend in global 
temperature anomalies, where values represent deviations 
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from a long-term temperature average. The graph highlights a 
clear upward trend, especially after the 1980s, with 
temperature anomalies rising from near 0°C at the beginning 
of the observed period to approximately 1.2°C by 2023. This 
consistent increase aligns with the growing influence of 
greenhouse gases, particularly CO₂, which is contributing to 
global warming. The top right panel tracks changes in global 
sea levels from around 1960 to the present. The y-axis 
measures the sea level relative to a historical average. Similar 
to the temperature anomaly, sea level rise shows an 
accelerated upward trend over the past few decades. Initially, 
sea levels fluctuate around negative values but begin a steep 
increase after the 1990s, reaching nearly 70 mm above the 
long-term average by 2023. This rise is attributed to thermal 
expansion of seawater as it warms, as well as the melting of 
glaciers and polar ice sheets due to rising temperatures. The 
bottom left panel provides a striking illustration of the 
continuous increase in atmospheric CO₂ levels, measured in 
parts per million (ppm), from 1958 to 2023. Starting at 
approximately 320 ppm, CO₂ concentrations have steadily 
risen at a nearly linear rate, surpassing 420 ppm in 2023. This 
significant rise is driven largely by human activities such as 
burning fossil fuels, deforestation, and industrial processes, 
reinforcing the greenhouse effect and contributing directly to 
global warming. The bottom right panel charts the change in 
ocean heat content, measured in units of  10²² Joules, since the 
1960s. The ocean, being a major heat reservoir, has absorbed 
much of the excess heat from global warming. The graph 
exhibits an overall positive trend, with occasional fluctuations. 
Ocean heat content remains below average until around the 
mid-1980s, after which it rises sharply. By 2022, the ocean 
heat anomaly reaches approximately 20 × 10²² Joules, 
reflecting the oceans’ increased absorption of heat as global 
temperatures rise. Together, these graphs provide compelling 
evidence of the interconnectedness of key climate indicators. 
As CO₂ emissions continue to increase, global temperatures 
rise, leading to more thermal expansion and melting of polar 
ice, which causes sea levels to rise. Additionally, the oceans 
absorb much of this excess heat, causing significant increases 
in ocean heat content. The consistency across all four 
variables underscores the urgency of addressing climate 
change and highlights the growing impact on global 
ecosystems. 

Method 

The AutoRegressive Integrated Moving Average 
(ARIMA) [14] forecasting method is a widely-used and 
powerful statistical tool for modeling and predicting time 
series data, particularly when the data exhibits trends, cycles, 
or non-stationarity. The ARIMA model combines three key 
components—AutoRegressive (AR), Integrated (I), and 
Moving Average (MA)—to capture the dynamics of time-
dependent variables. This method is well-suited for 
forecasting climate-related indicators such as temperature 
anomaly, sea level rise, CO₂ emissions, and ocean heat 
content, as these variables exhibit long-term trends and 
complex temporal patterns. The ARIMA model is denoted as 
ARIMA (p, d, q), where: 

• p represents the number of lag observations included 
in the model (autoregressive terms), 

• d represents the degree of differencing required to 
make the series stationary, and 

• q represents the size of the moving average window 
(moving average terms). 

RESULTS AND DISCUSSION 

In this study, the ARIMA model was employed to 

forecast four key climate variables—temperature anomaly, 

sea level rise, CO₂ emissions, and ocean heat content—based 

on historical data collected from 1958 to 2023. Each variable 

was modeled separately to account for their unique patterns 

and trends. The time series for each variable was tested for 

stationarity using the Augmented Dickey-Fuller (ADF) test. 

Non-stationary series were differenced to achieve stationarity 

(where necessary), and the optimal values of p, d, and q were 

determined using the Akaike Information Criterion (AIC) and 

Bayesian Information Criterion (BIC), ensuring that the best-

fitting model was selected for each time series. 

 

Figure 2: ARIMA Fitting 

The set of graphs in above presented illustrates the 

ARIMA model’s effectiveness in capturing historical trends 

and forecasting future behavior for four key climate variables: 

global temperature anomaly, sea level rise, CO₂ emissions, 

and ocean heat content. Each graph compares the actual 

observed values (in black) with the ARIMA model’s fitted 

values (in red), providing a visual representation of how well 

the model predicts past data The top left graph depicts the rise 

in global temperature anomalies (measured in °C) from 1958 

to 2023. The ARIMA model (0,1,1) effectively captures the 

upward trend in global temperatures, closely following the 

observed data. The fitted line in red adheres well to the jagged 

fluctuations of the actual data, confirming that the model 

accurately predicts both the long-term trend and short-term 

variations. The general rise in temperature anomaly, 

especially post-2000, indicates significant warming, with 

recent years showing unprecedented high temperatures 

nearing 1.2°C above historical averages. The top right graph 

illustrates sea level rise (in mm) relative to the average. The 

ARIMA model (0,1,1) also performs well, fitting the observed 

data points with high accuracy. The long-term increase in sea 

levels from 1958 to 2023 is evident, with the model capturing 

both the gradual rise and short-term oscillations. Starting from 

a baseline of approximately -80 mm in 1958, the sea level has 

increased dramatically, reaching nearly 70 mm in 2023. The 

model’s close alignment with the data highlights its capacity 

to predict the continued rise in sea levels, driven by factors 

such as thermal expansion and ice melt. The bottom left graph 

shows the steady increase in atmospheric CO₂ concentrations 

(measured in parts per million, ppm) from 1958 to 2023. The 

ARIMA model (0,2,1), which accounts for the second-order 

differencing due to the strong linear trend, tracks the 
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exponential growth in CO₂ emissions with high precision. The 

red fitted line aligns almost perfectly with the observed data, 

emphasizing the model’s capability to predict the unrelenting 

rise in CO₂ levels. Beginning at around 320 ppm in 1958, CO₂ 

emissions have surged past 420 ppm in 2023, reflecting the 

growing impact of human activity on greenhouse gas 

accumulation in the atmosphere. The bottom right graph 

focuses on ocean heat content (measured in 10²² Joules), 

showing the warming of the world’s oceans over time. The 

ARIMA model (0,1,1) again demonstrates strong predictive 

power, with the fitted values following the overall increasing 

trend and short-term fluctuations. The ocean heat content 

exhibits significant variability early in the time series, but 

from around 1980 onwards, the model captures a sharp rise in 

stored ocean heat. This trend is consistent with the observed 

data, indicating that the Earth’s oceans are absorbing more 

heat as global temperatures rise, with current levels reaching 

approximately 20 × 10²² Joules in 2023. 

Once the ARIMA models were fitted, residual 

diagnostics were conducted to verify that the assumptions of 

the model were met. The residuals were examined for 

autocorrelation and normality to ensure that no significant 

patterns were left unexplained by the modelThe Mean 

Absolute Error (MAE), Mean Squared Error (MSE), and R² 

values were meticulously calculated to evaluate the accuracy 

and goodness of fit for the ARIMA models used in this study 

and shown in Table 2. These statistical metrics offer a 

comprehensive understanding of the model’s performance in 

terms of predictive accuracy and how well it captures the 

variability in the observed data.  

Table 2: Performance Metrics and Models of Key Variables 

Variables 

Model 

(p,d,q) 
Performance Metrics 

ARIMA MAE MSE R² 

Temperature 

Anomaly 
(0,1,1) 0.085 0.01 0.91 

Sea Level 
Rise 

(0,1,1) 4.5 33.92 0.98 

CO2 

Emission  
(0,2,1) 0.36 0.23 0.99 

Ocean Heat (0,1,1) 1.49 3.48 0.93 

MAE is a measure of the average magnitude of errors 

between the predicted and observed values, without 

considering their direction. It provides an intuitive, 

straightforward metric for understanding how much the 

model’s predictions deviate from the actual data points on 

average. Lower MAE values indicate that the model has 

minimal deviations and produces predictions that are closer to 

the true observations. In this study, for example, the MAE for 

global temperature anomalies was 0.085, which suggests that, 

on average, the model’s predictions deviate by approximately 

0.085°C from the actual values. Similarly, other MAE values 

for sea level rise, CO₂ emissions, and ocean heat demonstrate 

the model’s effectiveness in minimizing prediction errors. 

MSE represents the average of the squared differences 

between predicted and observed values. By squaring the 

errors, MSE gives more weight to larger errors, thus 

penalizing models that produce large deviations from actual 

values. This makes MSE a useful metric for detecting models 

that may perform well on average but exhibit occasional large 

prediction errors. In the current analysis, the MSE for global 

temperature anomalies was 0.01, further reinforcing the 

model’s high accuracy, as this small value indicates that the 

squared prediction errors are, on average, minimal. Similarly, 

the MSE values for sea level rise (33.92), CO₂ emissions 

(0.23), and ocean heat (3.48) reflect how well the ARIMA 

models fit the respective time series data, with higher values 

in the context of sea level rise due to the larger magnitude and 

variability inherent in that dataset. 

The R² value serves as a crucial metric for assessing how 

well the ARIMA models capture the variability in the data. It 

measures the proportion of the total variation in the observed 

data that is explained by the model. An R² value of 1 indicates 

perfect fit, meaning the model accounts for all variability in 

the data, whereas a value of 0 implies the model explains none 

of the variability. The R² values calculated for the different 

datasets in this study highlight the strong predictive capability 

of the ARIMA models. For instance, the R² value of 0.91 for 

global temperature anomalies indicates that 91% of the 

variability in temperature anomalies is explained by the 

model, showing a strong fit. The sea level rise model 

demonstrates an even higher R² of 0.98, suggesting that nearly 

all variability in sea levels can be accounted for by the 

ARIMA model. Similarly, the CO₂ emissions model achieved 

an R² of 0.99, highlighting the almost perfect fit of the model 

in capturing the trend and variability in emissions data. The 

ocean heat content model also performed well, with an R² of 

0.93, illustrating that the model effectively explains 93% of 

the variability in ocean heat content over time. 

After model validation, the ARIMA models were 

employed to forecast future values of each climate variable. 

These projections provide insight into potential future climate 

trends, offering critical information for policymakers and 

researchers. The ARIMA models also allow for uncertainty 

estimation in the forecasts, by generating confidence intervals 

around the predicted values, providing a robust framework for 

anticipating future climate impacts under current trends. 

Table 3: Future Forecasting of Key Variables 

Variables 
YEAR 

2024 2050 2075 2100 2124 

Temperature 

Anomaly 
1.03 1.44 1.84 2.24 2.61 

Sea Level 
Rise 

70.55 130.07 185.17 240.28 288.77 

CO2 

Emission  
423.46 485.58 545.31 605.03 659.98 

Ocean Heat 19.92 29.07 37.86 46.65 54.74 

The ARIMA model projects a continued upward trend in 

global temperature anomalies. Based on historical data from 

1958 to 2023, the model anticipates that the average global 

temperature will experience sustained increases, largely 

driven by ongoing CO₂ emissions and other greenhouse gas 

concentrations. The predictions indicate that by 2050, global 

temperatures could rise by an additional 0.5 to 1°C compared 

to 2023 levels. This projection aligns closely with future 

scenarios developed by institutions like NASA and the IPCC, 

which also forecast significant warming by mid-century if 

current emission trajectories are maintained. This alarming 
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trend suggests that global temperature anomalies could exceed 

2°C above pre-industrial levels by the end of the 21st century, 

a critical threshold that scientists warn could lead to severe 

and irreversible climate impacts. 

The ARIMA forecasting model for sea level rise 

highlights a similarly concerning pattern. Historically, global 

mean sea levels have risen steadily, with an acceleration 

observed in recent decades. The ARIMA projections suggest 

that this trend will persist, with sea levels rising at an even 

faster rate in the coming decades. By 2050, the model predicts 

an additional increase of approximately 30-50 millimeters 

compared to 2023 levels, depending on the region and specific 

environmental conditions. CO₂ emissions, a primary driver of 

global warming, are expected to continue increasing under the 

current trajectory, according to the ARIMA model’s forecast. 

The historical trend demonstrates a sharp rise in atmospheric 

CO₂ concentrations, from approximately 315 ppm in 1958 to 

421 ppm in 2023. The model projects that CO₂ concentrations 

could reach 450 ppm by 2035 and possibly exceed 500 ppm 

by 2050 if mitigation measures are not implemented. The 

ARIMA model also projects substantial increases in ocean 

heat content over the next several decades. Historical data 

reveals a consistent rise in ocean heat, with the ocean 

absorbing more than 90% of the excess heat generated by 

greenhouse gas emissions. The model predicts that ocean heat 

content will continue to rise sharply through mid-century, with 

potential increases of 5-10 × 10²² joules by 2050, relative to 

current levels. This increase in heat content contributes to the 

expansion of ocean waters, thus accelerating sea level rise. 

Additionally, warmer oceans will have significant 

implications for marine ecosystems, leading to more frequent 

and intense coral bleaching events, disruptions to fisheries, 

and altered ocean currents. 

CONCLUSION 

In this study, we explored the use of the AutoRegressive 

Integrated Moving Average (ARIMA) model to forecast 

critical climate variables such as global temperature 

anomalies, sea level rise, CO₂ emissions, and ocean heat 

content. These variables are paramount in understanding the 

long-term impacts of climate change and offer crucial insights 

into the potential trajectory of the planet’s environmental 

conditions. By utilizing a robust statistical methodology like 

ARIMA, which is well-suited for time series analysis, we have 

generated future projections based on historical climate data 

from 1958 to 2023. Our results present an alarming picture of 

the potential intensification of climate impacts in the coming 

decades. 

Global temperature anomalies are projected to continue 

rising steadily, with the potential to surpass 2°C above pre-

industrial levels by the end of the century. This threshold is 

widely recognized as critical for preventing the most 

dangerous impacts of climate change, such as extreme 

heatwaves, droughts, and ecosystem collapse. Sea level rise 

will likely accelerate, with projections indicating an additional 

30-50 mm rise by 2050 compared to 2023 levels. This poses 

significant risks to coastal populations, infrastructure, and 

ecosystems, particularly in low-lying regions. CO₂ emissions 

are expected to continue their upward trajectory, with 

concentrations potentially reaching 500 ppm by mid-century 

under a business-as-usual scenario. This highlights the urgent 

need for global emissions reduction strategies to limit further 

warming. Ocean heat content is forecasted to rise 

substantially, contributing to the thermal expansion of 

seawater and exacerbating sea level rise. Warmer oceans will 

also lead to more severe marine heatwaves, coral bleaching, 

and disruptions to ocean currents and ecosystems. 

The ARIMA model demonstrated strong performance in 

forecasting these climate variables, with close alignment to 

observed historical trends. The model’s accuracy was 

validated using metrics such as Mean Absolute Error (MAE), 

Mean Squared Error (MSE), and R² values, which consistently 

indicated a good fit to the data. While ARIMA models are 

more simplified and linear in nature, their ability to predict 

future trends with minimal data inputs makes them a valuable 

tool for policymakers and researchers seeking to understand 

the direction of key climate indicators. The projected trends in 

temperature, sea level, CO₂ emissions, and ocean heat content 

derived from the ARIMA models paint a dire picture of future 

climate conditions. Without significant global efforts to 

reduce greenhouse gas emissions, mitigate the effects of rising 

sea levels, and adapt to the changing climate, the impacts will 

be devastating. Our findings highlight the critical need for 

immediate policy interventions, such as the implementation of 

carbon pricing, the transition to renewable energy sources, and 

the strengthening of international climate agreements like the 

Paris Agreement. Mitigating climate change requires a 

coordinated global response, and the insights provided by this 

study can aid policymakers in making informed decisions to 

curb future warming and its associated impacts. While the 

ARIMA model provides valuable insights into future climate 

trends, there are limitations to its application in climate 

forecasting. ARIMA models, by design, do not account for 

external drivers of climate change, such as sudden 

technological advancements, policy shifts, or unexpected 

natural events like volcanic eruptions. Additionally, ARIMA 

assumes that the relationships between climate variables 

remain linear over time, which may not fully capture the 

complex and non-linear nature of climate systems. Future 

research should consider integrating ARIMA models with 

more sophisticated models that account for non-linear 

relationships and feedback mechanisms in the climate system. 

Combining ARIMA with machine learning techniques or 

incorporating exogenous variables such as solar radiation and 

aerosol concentrations could further improve forecast 

accuracy. The future projections derived from this study serve 

as a stark reminder of the critical juncture at which we stand 

in addressing climate change. The continued rise in global 

temperatures, sea levels, CO₂ emissions, and ocean heat 

content suggests that, without immediate and sustained global 

action, the consequences of climate change will be far-

reaching and irreversible. While the ARIMA model offers a 

simplified approach to forecasting, its consistency with 

complex climate models like those used by NASA strengthens 

the argument for urgent and comprehensive climate policies.  

In conclusion, this study underscores the importance of 

utilizing statistical models such as ARIMA to project future 

climate trends. Although these models have limitations, their 

ability to provide data-driven insights into the future state of 

the climate makes them valuable tools for policymakers, 
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researchers, and the public. As the world continues to grapple 

with the challenges of climate change, forecasts like these will 

play a pivotal role in shaping our understanding of potential 

future scenarios and informing the strategies needed to combat 

this global crisis. Immediate action is needed to mitigate these 

trends and secure a sustainable future for generations to come. 
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Abstract—The purpose of this systematic literature review is 

to comprehensively assess the roles that universities play in 

promoting the Sustainable Development Goal SDG7 

(Affordable and Clean Energy) through research, education, 

and practical implementation. Material-Method: Using the 

SCOPUS database, a search was conducted to identify relevant 

articles published between 2016 and 2024 following the launch 

of the UN Agenda 2030. Twelve documents were retrieved in 

English. This study exclusively utilized open-access documents. 

Articles that met the inclusion criteria were selected for further 

analyses. This review encompasses a comprehensive analysis of 

the academic literature, including descriptive analysis, 

bibliometric data, and in-depth analyses of the most cited and 

recently cited literature. The original purpose of this study was 

to investigate the implementation of SDG7 in universities, 

focusing on renewable energy initiatives within campus 

operations, academic curricula, and community engagement. 

The results provide a thorough understanding of the state-of-

the-art applications of SDG7 in tertiary education for 

sustainable development, thereby revealing gaps and proposing 

avenues for future research. Implications for both research and 

practice are also discussed. Results: The reviewed articles 

indicate that universities integrate renewable energy initiatives 

through various strategies such as retrofitting campus buildings 

for energy efficiency, incorporating renewable energy 

technologies, and developing interdisciplinary programs that 

include sustainability and renewable energy topics. Educational 

tools such as serious games and experiential learning are 

effectively used to raise awareness and knowledge among 

students. The identified challenges include financial constraints, 

technical difficulties, and resistance to change, but these can be 

mitigated through funding opportunities, industry 

partnerships, and community engagement. University-led 

initiatives have demonstrated positive impacts on local 

communities, fostering the broader adoption of sustainable 

practices. Conclusions: Universities are pivotal in advancing 

SDG7 through the research, education, and practical 

implementation of renewable energy projects. Universities can 

significantly contribute to the global transition toward 

sustainable energy by leveraging corporate collaborations, 

adopting innovative educational tools, and focusing on 

interdisciplinary and holistic approaches. Future research 

should explore more case studies, evaluate the long-term 

impacts, and develop scalable models that other institutions can 

adopt.   

Keywords— SDG7, Energy, University  

INTRODUCTION 

SDG7: Affordable and Clean Energy is a crucial part of 
the United Nations 2030 Agenda for Sustainable 
Development. Officially recognized as SDG7, its overarching 
aim is to "ensure access to affordable, reliable, sustainable, 
innovative, and cutting-edge energy for all." Achieving SDG7 

involves addressing key energy challenges such as increasing 
energy efficiency, expanding renewable energy sources, and 
improving access to energy infrastructure. SDG7 aims to 
foster an energy system that supports economic growth, 
environmental sustainability, and social equity for present and 
future generations. 

Universities are positioned uniquely to contribute to this 
global effort. As centers of research and education, they can 
develop innovative strategies to enhance energy efficiency 
and sustainability. Recently, there has been growing 
recognition of the importance of transitioning to clean energy 
sources as a vital aspect of sustainable development. Higher 
education institutions are at the forefront of scientific and 
technological advancements, and are responsible for 
developing strategies that enhance student knowledge, 
promote energy conservation, and improve energy outcomes 
through comprehensive educational programs and activities. 
Universities can benefit significantly by contributing to 
SDG7, as they play a crucial role in creating environments that 
prioritize clean energy solutions and the well-being of their 
educational communities. Furthermore, demonstrating how 
investing in sustainable energy aligns with university 
objectives and institutional missions is vital. 

By addressing energy challenges, supporting research in 
renewable technologies, and engaging in sustainability 
initiatives, universities fulfill their social responsibility, 
enhance their global reputation, and promote sustainability. 
They can substantially impact community energy use while 
advancing their institutional goals and values. SDG7 
emphasizes systemic and holistic approaches to energy 
management, involving community organization and 
development to integrate clean energy practices into the 
cultural and economic fabric of society. 

However, the literature documenting energy efficiency 
and sustainability programs within tertiary education settings 
remains underdeveloped. There is a notable gap in the 
comprehensive analyses of how universities implement these 
programs and their effectiveness in meeting the SDG7 
objectives. Existing studies have primarily focused on isolated 
programs without offering a broader understanding of the 
common practices and challenges faced by universities. This 
study seeks to address this gap by conducting an integrative 
literature review to delineate energy sustainability program 
interventions in universities and to assess their outcomes. This 
review examines how universities integrate renewable energy 
initiatives into their campus operations and academic 
curricula, the educational tools and methods they use to raise 
awareness, the role of interdisciplinary programs, the 
challenges faced, and the broader impact on local 
communities and development goals. 
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RQ1: How do universities integrate renewable energy and 
energy-efficiency programs into their campus operations and 
academic curricula? 

RQ2: Which specific educational tools and 
interdisciplinary strategies are employed by universities to 
raise awareness and promote sustainable energy practices? 

RQ3: What are the common challenges universities face 
in implementing renewable energy initiatives and how have 
these been addressed through existing programs? 

RQ4: What measurable outcomes have been achieved 
through university-led energy sustainability programs and 
how have they contributed to achieving SDG7? 

Auxiliary RQ5: What trends are observed in the academic 
literature regarding energy sustainability programs in higher 
education based on bibliometric analysis? 

This approach aims to create a more focused, clear, and 
comprehensive examination of how universities address 
energy sustainability in line with the SDG7. 

The database selected for the search was SCOPUS owing 
to its extensive coverage across diverse disciplines, global 
inclusivity, and user-friendly features. Scopus facilitates 
citation tracking, allowing researchers to assess the impact of 
studies, whereas regular updates provide access to the latest 
literature. The remainder of this paper is organized as follows: 
Section 2 presents the Methodology, Section 3 demonstrates 
the analysis, the research results are discussed in Section 4, 
and Section 5 presents the main conclusions of the study.  

METHODOLOGY 

Following a well-established three-stage framework, a 
systematic literature review was conducted to ensure 
comprehensive coverage and robust findings (Tranfield et al., 
2003; Denyer et al., 2009). This approach systematically 
gathers, evaluates, and synthesizes existing research on the 
implementation of SDG7 in university contexts. 

Stages Involved: 

Planning the Review: A preliminary examination of the 
literature was carried out to identify existing gaps and 
establish research questions related to SDG7 and its 
implementation in higher education. 

Conducting the Review: Selected appropriate databases, 
formulating specific search terms such as "SDG7," 
"sustainable development," "affordable clean energy," 
"university," "research," "education," and "implementation." 

The inclusion and exclusion criteria were defined, 
focusing on peer-reviewed articles and conference papers 
published in English from 2016 to 2024.  

Analyzing the Content: Emerging themes, challenges, and 
potential solutions were identified through a detailed analysis 
of selected studies, aiming to provide recommendations for 
future research and practice 

Planning Stage: Formulating the Research Framework 

The initial investigation revealed a gap in systematic 
reviews that focused on the implementation of SDG7 within 
the context of tertiary education. While previous studies have 
highlighted the contributions of universities to SDG7 through 
research, education, and practical implementation, no 
comprehensive review has addressed these aspects 
holistically. 

The existing literature consists primarily of case studies 
exploring the application of clean energy solutions in higher 
education institutions. However, these studies often lack a 
comprehensive and systematic analysis of broader 
implementation strategies and their effectiveness across 
diverse contexts. This identified research gap provides a 
foundation for this review, aiming to consolidate and expand 
upon the existing findings. 

The primary objective of this review is to evaluate the 
methodologies, applications, and effectiveness of the 
implementation of SDG7 in universities. By specifically 
addressing the challenges related to clean and affordable 
energy, this review aims to provide insights into the strategies 
adopted by higher education institutions to achieve 
sustainable development. 

This review provides valuable insights for students, 
scholars, and professionals engaged in sustainable energy and 
higher education. This serves as a comprehensive reference 
for understanding the theoretical foundations, practical 
applications, and challenges associated with implementing 
SDG7 in university settings. 

The search terms used in this review were carefully 
selected to encompass various aspects of SDG7 and its 
implementation at universities. These terms included: SDG7: 
To specifically target literature related to Sustainable 
Development Goal 7. Affordable Clean Energy: To capture 
studies focusing on cost-effective and sustainable energy 
solutions. University / Universities / Higher Education 
Institutions: To ensure relevance to academic settings. 
Research, Education, Implementation, Projects, Initiatives: To 
cover a broad spectrum of activities and methodologies 
employed in energy sustainability programs. Renewable 
Energy: To Focus on clean energy sources and their 
integration within university systems. The inclusion criteria 
were peer-reviewed articles and conference papers in English 
published between 2016 and 2024, aligned with the launch of 
the 2030 Agenda. Exclusion criteria were applied to filter out 
studies not directly related to clean energy or tertiary 
education.  

 Conducting stage 

The search was made on 29/05/2024. The search string 
used was as follows.  

“SDG7” OR “Sustainable development goal 7” OR 
“Affordable clean energy” AND  “university”  OR 
“universities” OR “higher education Institution” AND 
“Research” OR “education” OR “Implementation” OR 
“Projects” OR “Initiatives” AND “renewable energy” AND 
“clean energy” AND  “sustainable energy.”  

LANGUAGE, «English» and DOCTYPE, «article»   or 
DOCTYPE, «conference paper» 

The search strategy was designed to capture a 
comprehensive range of articles within the scope of SDG7 and 
its application in the university context. Search terms were 
chosen to cover various aspects of energy sustainability and 
educational initiatives. The query was applied to the SCOPUS 
database, a widely recognized source of peer-reviewed 
literature, to ensure access to high-quality research articles and 
conference papers. 

SCOPUS was chosen based on its extensive coverage of 
multidisciplinary fields, including environmental science, 
energy studies, and education. The specific database provides 
access to a broad range of journals and conference 



Proceedings of the International Conference on "Energy, Sustainability and Climate Crisis" 2024  

ESCC 2024, Corfu, Greece, August 26 - 30, 2024 

ISBN: 978-618-5765-04-0 

ISSN 3057-4269 100 ESCC 2024 

proceedings, making it an ideal source for capturing relevant 
literature on the implementation of SDG7 in universities. The 
search yielded 12 open-access articles published between 
2019 and 2024, as shown in Figure 1. Articles were carefully 
reviewed based on their abstracts, titles, and keywords to 
ensure alignment with the scope of the research. The inclusion 
criteria focused on studies that directly addressed SDG7, its 
educational implications, and university-based initiatives. 
Exclusion criteria filtered out irrelevant studies that were not 
aligned with clean energy objectives or tertiary education. The 
retrieved articles were critically assessed for their relevance, 
quality, and potential contribution to understanding 
university-driven energy sustainability efforts. 

 

Figure 1:  The process of articles’ elimination 

 

ANALYSIS STAGE: IN-DEPTH REVIEW AND THEMATIC 

SYNTHESIS 

The final set of five articles underwent rigorous thematic 
analysis to identify recurring patterns, themes, and insights 
related to SDG7 implementation in universities. The selected 
studies were categorized into distinct themes focusing on their 
methodologies, applications, challenges, and outcomes. This 
structured analysis provides a comprehensive overview of 
current practices and highlights effective strategies and areas 
for future research (Thomé et al., 2016) (Tranfield et al., 2003) 
(Denyer et al., 2009). This review employed both quantitative 
bibliometric analysis and qualitative thematic synthesis to 
provide a holistic view of the literature. Bibliometric analysis 
focuses on identifying trends, publication patterns, and 
citation impacts, while qualitative analysis delves into the 
detailed content and thematic contributions of the selected 
studies.This chapter presents a rigorous thematic analysis of 
the five selected studies focused on Sustainable Development 
Goal 7 implementation in universities. By categorizing the 
studies into distinct themes—methodologies, challenges, 
outcomes, and applications—this review offers a 
comprehensive overview of current practices, highlighting 
effective strategies and areas for future research.  

 Quantitative Descriptive Analysis 

A quantitative analysis of the documents was conducted, 
focusing on the annual evolution of scientific output from 
2020 to 2024 and the geographical distribution of studies. 
Notably, publications on SDG 7 and tertiary education have 
declined since 2020, with gaps in research observed in 2021 
and 2023. The geographical analysis revealed that while no 
single country dominated the research, European 
contributions were slightly more prevalent. 

Qualitative Thematic Analysis 

This section outlines the thematic framework used to 
analyze the literature on universities' roles in achieving SDG7. 
The analysis identified five key themes and concepts based on 
a review of selected papers. Each theme was categorized and 

described, along with references to relevant studies. The 
thematic analysis framework is presented in Table 1. 

Table 1: Thematic Analysis Summary 

Theme 
Thematic Analysis Summary 

Description  References 

Integration 

of 

Renewable 
Energy 

Implementation of 

renewable energy solutions 
within campus infrastructure 

and academic programs. 

More table copya 

Romano et al. (2022), 

Abhishek et al. (2024), 

Walentowski et al. 
(2020) 

Educational 

Tools and 
Methods 

Innovative tools like serious 

games and experiential 

learning to enhance 
awareness and knowledge 

about renewable energy. 

Ouariachi & Elving 

(2020),               
Abhishek et al. (2024) 

Interdiscipli
nary 

Programs 

Collaborative programs that 
integrate multiple disciplines 

to foster holistic 

understanding and problem-
solving in renewable energy 

initiatives. 

Walentowski et al. 
(2020),                  

Hoeltl et al. (2020) 

Challenges 

in 
Implementa

tion 

Financial, technical, and 

social barriers faced by 
universities in adopting 

renewable energy solutions. 

Romano et al. (2022), 
Abhishek et al. (2024) 

Impact on 

Local 
Communiti

es 

Contributions of university-
led initiatives to local 

communities and broader 

sustainable development 
goals. 

Romano et al. (2022), 

Hoeltl et al. (2020), 
Walentowski et al. 

(2020) 

 

Integration of Renewable Energy Initiatives in Campus 

Operations. 

The integration of renewable energy initiatives into 
campus operations and academic programs is a significant 
theme. Universities embed renewable energy projects in their 
infrastructure and curricula. For example, Romano et al. 
(2022) discussed Sapienza University of Rome’s 
comprehensive energy refurbishments, including rainwater 
capture and wastewater treatment systems, which enhance 
energy efficiency and reduce CO2 emissions. Additionally, 
Abhishek et al. (2024) explored corporate collaborations with 
universities that advance sustainable development. 
Walentowski et al. (2020) highlighted the inclusion of 
renewable energy topics in academic programs such as the 
Master of Forestry, which prepares students for real-world 
energy management. 

Effective Educational Tools and Methods. 

Educational tools and methods are crucial for raising 
awareness and knowledge about renewable energy. Ouariachi 
and Elving (2020) describe the effectiveness of serious games, 
like the "We-Energy Game," which engage students by 
simulating real-life renewable energy scenarios, enhancing 
their understanding and decision-making skills. Abhishek et 
al. (2024) discussed experiential learning opportunities, such 
as internships and project-based courses, which provide 
students with practical experience in renewable energy 
projects. 

Role of Interdisciplinary Programs. 

Interdisciplinary programs are essential to address 
renewable energy challenges through collaborative 
approaches. Walentowski et al. (2020) argued that these 
programs integrate insights from engineering, environmental 
science, and social sciences to tackle global issues such as 
climate change. Hoeltl et al. (2020) emphasize that 
interdisciplinary collaboration fosters synergy among students 
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and faculty, contributing to innovative solutions and achieving 
SDG 7. 

Challenges in Implementing Renewable Energy Solutions. 

Universities face several challenges when implementing 
renewable energy solutions. Financial constraints are a major 
barrier, with high initial costs impeding progress (Romano et 
al., 2022). Technical difficulties arise from integrating new 
systems with the existing infrastructure, often requiring 
significant modifications and maintenance (Abhishek et al., 
2024). Additionally, resistance from campus community 
members to change can hinder the adoption of new 
technologies. Addressing these challenges involves seeking 
alternative funding, forming partnerships and engaging in 
awareness campaigns. 

Impact on Local Communities and Broader Sustainable 

Development Goals. 

University-led renewable energy initiatives have a 
significant impact on local communities and on broader 
sustainable development goals. Romano et al. (2022) showed 
that these initiatives often serve as models for local 
communities, demonstrating the benefits and feasibility of 
renewable technologies. Collaborations with local 
governments and organizations can help implement 
community-based projects that provide clean energy to 
underserved populations. Hoeltl et al. (2020) illustrate how 
university research and innovations support SDG 7 globally, 
highlighting the scalability of these solutions and their 
potential long-term impact. 

RESULTS 

In this section, the findings of the thematic analysis are 
presented and their implications for universities' roles in 
achieving SDG 7 are evaluated. This analysis provides a 
nuanced understanding of how higher education institutions 
contribute to sustainable energy solutions and outlines the 
challenges that they face. 

Integration of Renewable Energy Initiatives in Campus 

Operations and Academic Curricula 

The analysis confirmed that universities are actively 
integrating renewable energy projects into their campus 
operations and academic programs. For instance, the Sapienza 
University of Rome's initiatives, as detailed by Romano et al. 
(2022), not only enhance campus energy efficiency but also 
serve as an educational example. Similarly, interdisciplinary 
academic programs such as those highlighted by Walentowski 
et al. (2020) align with SDG 7 objectives by equipping 
students with practical skills to address real-world energy 
challenges. 

Effective Educational Tools and Methods 

Innovative educational tools and methods are pivotal for 
enhancing students' understanding of renewable energy. 
Serious games, such as the "We-Energy Game" (Ouariachi 
and Elving, 2020), and experiential learning opportunities, 
such as internships and project-based courses (Abhishek et al., 
2024), play a crucial role in interactive learning and practical 
experience. These approaches foster the critical thinking and 
decision-making skills that are essential for addressing 
complex energy issues. 

Role of Interdisciplinary Programs 

Interdisciplinary programs are crucial for a holistic 
understanding of the challenges of renewable energy. The 
findings indicate that these programs promote collaboration 

across various fields, leading to innovative solutions. 
Walentowski et al. (2020) and Hoeltl et al. (2020) highlight 
how such programs facilitate comprehensive learning and 
extend collaboration beyond academic settings, enhancing the 
practical application of research and contributing to scalable 
solutions to global energy challenges. 

Challenges in Implementing Renewable Energy Solutions 

Universities encounter several challenges when 
implementing renewable energy solutions, including financial 
constraints, technical difficulties, and resistance to change. 
Romano et al. (2022) and Abhishek et al. (2024) identified 
these issues as significant barriers. The analysis suggests that 
addressing these challenges requires strategic actions, such as 
seeking alternative funding sources, forming industry 
partnerships, and engaging in awareness campaigns to foster 
a supportive environment for renewable energy adoption. 

Impact on Local Communities and Broader Sustainable 

Development Goals 

University-led renewable energy initiatives have a 
profound impact on local communities and contribute to 
broader development goals. Romano et al. (2022) demonstrate 
how these initiatives serve as models for local communities, 
while Hoeltl et al. (2020) illustrate the global implications of 
university-driven innovation. By providing clean energy 
solutions and educating future leaders, universities amplify 
their impact on sustainable development and support the 
international pursuit of Sustainable Development Goals 
SDG7. 

CONCLUSION 

This systematic review provides a comprehensive 
overview of the current landscape of SDG7 implementation in 
universities. Key findings highlight the diverse strategies, 
challenges, and outcomes associated with renewable energy 
initiatives in higher education settings. 

Implications for Research 

The review identifies several areas for future research, 
including: 

Case Studies: Conduct in-depth analyses of successful 
university-led energy sustainability programs and assess their 
transferability to other contexts. Exploring different 
institutional approaches can offer valuable insights into the 
best practices and innovative solutions. 

Longitudinal Studies: Evaluate the long-term impact of 
energy initiatives on university operations and community 
engagement. This research will help to understand how 
sustained efforts in renewable energy can influence 
institutional policies, behaviors, and community relationships 
over time. 

Scalable Models: Develop scalable models and 
frameworks that other institutions can adopt to drive 
sustainable energy practices. By creating adaptable and 
replicable solutions, universities can play a crucial role in their 
widespread implementation across various regions and 
contexts. 

Implications for Practice 

The findings offer practical insights for universities 
seeking to enhance their energy sustainability efforts: 

Strategic Partnerships: Collaborate with industry partners, 
government agencies, and community organizations to 
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leverage resources and expertise. These partnerships can 
foster innovation, provide technical support, and facilitate 
funding opportunities for renewable energy projects. 

Innovative Funding Mechanisms: Explore alternative 
financing models such as green bonds and public-private 
partnerships to support renewable energy projects. Creative 
funding approaches can alleviate financial constraints and 
enable the realization of ambitious sustainability goals. 

Holistic Approaches: Integrate energy sustainability into 
all aspects of university operations, from infrastructure 
development to curricula and community engagement. A 
comprehensive approach ensures that sustainability is an 
inherent part of the university's mission and activities. 

By adopting these strategies, universities can play a 
pivotal role in advancing SDG 7 and contribute to a 
sustainable future. As institutions that foster innovation, 
research, and education, universities have the unique 
opportunity to lead by creating a ripple effect that extends 
beyond their campuses and impacts global energy 
sustainability efforts.  
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Abstract— Carpooling and ride-sharing initiatives seek to 

make better use of empty seats in private cars, tackling the 

financial, environmental, and social challenges caused by single-

occupancy vehicle use. These approaches offer economic 

advantages and help alleviate traffic congestion and pollution by 

reducing the number of cars on the road. Fuel consumption may 

be reduced, limiting gas emissions. However, the various 

existing carpooling recommendation systems struggle to 

effectively balance the conflicting goals of drivers and 

passengers. To address this issue, this paper proposes, an 

innovative scheme which focuses on quality of experience and 

eco-friendliness. Several factors are considered for passengers 

and drivers such as time delay tolerance, preferred vehicle 

capacity, importance of fare reduction, tolerance for driving 

distance overhead, driver safety and eco-friendliness 

preferences, and past ratings of both drivers and passengers. 

The eco-effectiveness of the proposed scheme is evaluated on a 

real-world dataset, which contains GPS trajectories from a fleet 

of more than 10,000 taxis in China. Results show that the 

proposed scheme outperforms state-of-art systems. 

Keywords— Intelligent Transportation System, Carpooling, 

Eco-friendly, Sustainability 

INTRODUCTION 

Collaborative commuting strategies aim to maximize the 
use of empty seats in personal vehicles, tackling financial, 
environmental, and social concerns linked to single-driver 
commutes. These methods offer not only economic 
advantages but also contribute to traffic reduction and 
pollution mitigation by lowering the number of cars on the 
road [1], [2]. On-demand ridesharing takes this concept a step 
further. Unlike traditional carpooling, it functions in real-time, 
allowing passengers to instantly request rides through digital 
platforms, with drivers having the option to accept or reject. 
This system connects drivers and passengers based on their 
travel routes and schedules, aiming to lessen traffic 
congestion, enhance mobility, and provide a cost-effective 
transportation alternative. The rise of transportation network 
companies (TNCs) like UberPool [3], Lyft [4], and Grab [5] 
has further propelled on-demand ridesharing's popularity. By 
leveraging real-time data and sophisticated algorithms, these 
companies have transformed traditional transportation 
services, ushering in a new era of dynamic mobility solutions. 
Research on on-demand ridesharing has attracted considerable 
interest from transportation planners, policymakers, and 

researchers, with a focus on addressing challenges like 
matching algorithms, pricing models, user behavior, and 
social acceptance within ridesharing systems. 

This study proposes a recommendation system that 
incorporates diverse user preferences from both drivers and 
passengers to generate optimal carpooling matches.  Within 
this system, 11 parameters are quantified that influence the 
ridesharing experience. Then, a matching procedure 
aggregates and analyzes these values, ultimately generating a 
recommendation that strives to strike a balance between the 
requirements and incentives of all stakeholders involved in the 
carpooling service. The selection of these parameters was 
meticulously chosen based on a comprehensive analysis of 
user needs in carpooling scenarios. The core principle behind 
selecting these 11 parameters is to ensure a thorough 
assessment of the factors that most significantly influence the 
carpooling experience for both drivers and passengers. For 
passengers, parameters such as flexibility tolerance, preferred 
vehicle size, cost reduction importance, detour tolerance, 
driver safety rating, driver eco-friendliness, and weight placed 
on past passenger and driver ratings were incorporated to 
address crucial aspects like scheduling flexibility, group 
travel, economic incentives, potential detours, safety 
concerns, environmental consciousness, and maintaining a 
high-quality service. For drivers, parameters like preferred 
vehicle capacity, compensation interest, and weight on 
passenger past ratings facilitate efficient management of 
vehicle occupancy, ensure adequate compensation, and 
maintain service quality by considering passenger behavior 
and reliability. By focusing on this well-balanced set of 
parameters encompassing economic considerations, 
convenience, safety, and environmental factors, our 
framework aims to address the most critical needs and 
preferences of all participants.  Additionally, the inclusion of 
parameters like past ratings ensures that the system leverages 
historical data to enhance recommendation accuracy and user 
satisfaction. 

To ensure a fair distribution of fares among both new and 
existing passengers, a policy is implemented that reduces the 
fare for each passenger proportionally to their travel distance. 
The additional cost incurred for picking up a new passenger is 
incorporated into the fare for the new passenger to compensate 
drivers. By maintaining a balance among the incentives of all 
parties involved in carpooling, the recommendation 
framework enhances the effectiveness of dynamic carpooling. 

       Publication fees were fully covered by the Μ.Sc “Public 
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Real-world data from T-Drive [6] is used to evaluate the 
framework's effectiveness. Results demonstrate the 
superiority of the proposed system compared to traditional 
vacant taxicab services. 

The subsequent sections of this paper are structured as 
follows. Section II, provides an overview of the state-of-art. 
Section III outlines the proposed vehicle recommendation 
scheme. Experimental results are illustrated in Section IV, 
while Section V concludes this paper. 

 

STATE-OF-ART 

The field of ride-hailing recommendations has emerged as 
a prominent area of research in recent years. These 
recommendation systems serve a vital role in facilitating 
efficient connections between passengers seeking rides and 
drivers with available vehicle capacity. 

Prior research has explored methods to optimize taxi 
routes. For instance, Yuan et al. [6] leveraged GPS data to 
identify the fastest routes for taxis, considering traffic 
conditions at different times of day. Similarly, Zhang et al. [7] 
developed a system that recommends efficient routes for taxi 
drivers to reach passengers, aiming to minimize unnecessary 
travel distances. However, these approaches were designed 
for single-occupancy taxis, often resulting in underutilized 
vehicle capacity. Furthermore, their focus was primarily on 
driver needs, whereas our approach prioritizes a balance 
between driver and passenger preferences. 

The rise of dynamic carpooling and ridesharing has 
spurred the development of innovative urban mobility 
solutions, including Public Vehicle (PV) systems designed for 
smart cities. Building on the foundational work of [8] who 
introduced a framework for PV systems demonstrating 
significant reductions in traffic congestion, parking needs, and 
environmental impact, researchers have continued to refine 
these systems. [9] explored path planning strategies within PV 
systems, leveraging advanced scheduling techniques to reduce 
computational complexity while improving operational 
efficiency. Real-world simulations confirmed these 
improvements. 

In the realm of dynamic ridesharing, several key 
advancements have been made.  [10] formally defined the 
problem and proposed a scalable taxi ridesharing framework. 
Their approach demonstrated efficiency, effectiveness, and 
scalability, highlighting its potential to transform urban 
transportation. 

Matching algorithms and optimizing rider-driver 
experiences have been a focus of further research.  Agatz et al. 
[11] aimed to minimize travel distances and user costs through 
their carpooling system. Zhang et al. [12], [13] introduced the 
concept of "detour ratio" to measure passenger detours and 
proposed pricing strategies to incentivize both riders and 
drivers. However, these approaches did not fully account for 
potential passenger delays. 

Other researchers have focused on dynamic taxi-sharing 
and ridesharing algorithms. Orey et al. [14] and Setzke et al. 
[15] developed methods for managing customer requests and 
matching them with suitable drivers, considering factors like 
routes and time constraints.  Cao et al. [16] presented a 
scalable ridesharing service where riders set their preferences 
for fare and wait times. Their system uses a cost model to find 
drivers who meet these requirements. 

Moving beyond cost minimization, [17] explored 
maximizing overall rider satisfaction. They introduced the 
"utility-aware ridesharing problem" (URR) which aims to 
create optimal rider schedules for vehicles, maximizing 
overall satisfaction while considering various constraints. The 
study proposes efficient algorithms for assigning new riders 
with minimal disruption and establishes the NP-hard nature of 
the URR problem. 

A prior study, which is the most relevant to the proposed 
scheme, introduced a recommendation framework for ride-
sharing carpooling [18]. This framework uses a scoring 
system to balance the needs of both drivers and passengers, 
considering factors such as vehicle capacity, travel time, fare 
reduction, and driver profit. However, our scheme offers 
several key improvements. First, it utilizes a more 
comprehensive set of parameters for user profiles. Nine 
parameters are incorporated instead of five used in the 
previous study. These additional parameters allow for a more 
personalized user experience and take environmental 
considerations into account. This results in a more accurate 
representation of user preferences and their impact on the 
environment. Second, our recommendation scheme considers 
additional constraints.  When identifying suitable vehicles, our 
system factors in both maximum acceptable travel time and 
detour distance. This approach, in contrast to the previous 
study, which selects any vehicle with available space, 
enhances overall efficiency and user experience.  
Additionally, our framework allows for group ride requests, 
whereas the prior study only considered individual users. 
Third, our framework utilizes a more nuanced scoring system 
for vehicle selection.  The system not only considers the total 
value of each parameter but also its relative weight compared 
to other parameters. This allows for a more precise 
comparison between vehicles, compared to the prior study's 
simple summation of all parameters. Finally, the proposed fare 
calculation reflects a more realistic pricing structure.  We 
consider both travel distance and time, aligning with the 
pricing models used by most ride-sharing companies. The 
previous study only factored in distance.  These advancements 
contribute to a more comprehensive and user-friendly 
framework for ride-sharing and carpooling services, with a 
positive impact on both user experience and environmental 
sustainability. 

Building upon our prior research in social computing, 
recommender systems, and crowdsourcing [19], [20], [21], 
[22], we introduce the novel proposed scheme, the details of 
which are described in Section III. 

 

THE PROPOSED SCHEME 

The introduced ride-sharing platform is eco-friendly and 
proposes a sustainable pricing model, which is fair to both 
riders and drivers. Initially, the pricing model is introduced 
and then several parameters are discussed, which are related 
to environmental and other factors.  

In particular the total cost for travelers is calculated as: 

𝑡𝑖. 𝑓𝑎𝑟𝑒(𝐷, 𝑇) = 𝐵𝑎𝑠𝑒𝐹𝑎𝑟𝑒 + 𝐷𝑅 ∗ 𝐷 + 𝑇𝑅 ∗ 𝑇 (1) 

Where: 

BaseFare is charged at the start of every ride. 

DR is the rate per kilometer. 

D is the total driving distance. 
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TR is the rate per minute. 

T is the total time (from initial to drop-off location). 

In case of carpooling, the driver’s total income can be 
modeled as: 

𝑃𝑐𝑝.𝑖𝑛𝑐𝑜𝑚𝑒(𝐷, 𝑇) = 𝑢𝑐𝑝.𝑖𝑛𝑐𝑜𝑚𝑒(𝐷, 𝑇)

− 𝑢𝑖𝑛𝑐𝑜𝑚𝑒(𝐷, 𝑇) 
(2) 

Where: 

𝑢𝑐𝑝.𝑖𝑛𝑐𝑜𝑚𝑒(𝐷, 𝑇) =  ∑ 𝑟𝑗 . 𝑒𝑓

𝑗∈𝑢𝑙.𝑐𝑟

 (3) 

ul.cr are the requests that the taxi is currently serving and 
rj.ef indicates the estimated fare that each traveler is projected 
to pay by sharing the taxi. 

Then, the total savings ul.ts is shared among all travelers 
and the taxi driver:  

𝑢𝑙 . 𝑡𝑠 = ∑ (𝑡𝑖 . 𝑓𝑎𝑟𝑒(𝐷𝑡𝑜𝑡𝑎𝑙 , 𝑇𝑡𝑜𝑡𝑎𝑙)

𝑖∈𝑢𝑙.𝑐𝑙
− 𝑡𝑖 . 𝑓𝑎𝑟𝑒(𝐷𝑎𝑐𝑡𝑢𝑎𝑙 , 𝑇𝑎𝑐𝑡𝑢𝑎𝑙)) 

(4) 

Where, Dtotal and Ttotal are the distance and time that the 
taxi would be forced to travel if each traveler’s request was 
accepted without carpooling. The regular fare for the existing 
traveler is estimated by: 

𝑟𝑗 . 𝑛𝑓 = 𝑡𝑖 . 𝑓𝑎𝑟𝑒(𝑑𝑒𝑥𝑖𝑠𝑡 , 𝑡𝑒𝑥𝑖𝑠𝑡) (5) 

rj.nf indicates the regular fare that the traveler would pay 
if they used the taxi exclusively, while dexist and texist are the 
distance and time from the current location to the drop-off 
location of the traveler. Then, in case of carpooling, the 
estimated fare of each passenger (rj.ef) for taxi uj is calculated 
by: 

𝑟𝑗 . 𝑒𝑓 = 𝑟𝑗 . 𝑛𝑓 − 𝜇 ∗ 𝑢𝑙 . 𝑡𝑠

∗ (
𝛥𝑑𝑗

∑ 𝛥𝑑𝑗𝑗∈𝑢𝑙.𝑐𝑟

+
𝛥𝑡𝑗

∑ 𝛥𝑡𝑗𝑗∈𝑢𝑙.𝑐𝑟

)  
(6) 

Where μ is a constant that determines the percentage of 
savings that will be distributed among the travelers and Δdj / 
Δtj is the additional distance / time that the traveler will be 
asked to cover /endure. Additionally, the overall time delay 
score can be calculated by: 

𝑡𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
∑ (𝑟𝑤 . 𝑠𝑑𝑡 − 𝑟𝑤 . 𝑒𝑑𝑡)
𝑊
𝑤=1

𝑊 ∗ 𝑡𝑤. 𝑝1
  (7) 

Where rj.sdt indicates the actual scheduled drop-time at 
the requested location, rj.edt indicates the earliest feasible 
drop-time at the requested location and tw.p1 denotes traveler’s 
w time delay tolerance. Then, the normalized time delay score 
for a selected taxi can be calculated by: 

𝑛𝑡𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
𝑡𝑑𝑀𝑖𝑛 . 𝑠𝑐𝑜𝑟𝑒

𝑡𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒
  (8) 

Where tdMin.score is the minimum delay among all eligible 
taxis. 

On the other hand, the preferred taxi capacity score 
(indication of how desirable it is to travel with fewer people) 
can be calculated by: 

𝑡𝑐𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
∑ 𝑢𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑚𝑐 ∗ 𝑡𝑤. 𝑝2
𝑊
𝑤=1

𝑊 + 1

+
𝑢𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑚𝑐 ∗ 𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑝1

𝑊 + 1
  

(9) 

Where uselected.mc is the taxi’s maximum capacity, tw.p2 
denotes traveler’s w preferred vehicle capacity and dselected.p1 
denotes the selected driver’s preferred vehicle capacity. Then, 
the normalized capacity score can be calculated by: 

𝑛𝑡𝑐𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
𝑡𝑐𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒

𝑡𝑐𝑀𝑎𝑥 . 𝑠𝑐𝑜𝑟𝑒
  (10) 

Where, tcMax.score is the highest score among all eligible 
taxis. 

Additionally, the fare reduction score for the selected taxi 
can be calculated by: 

𝑡𝑖. 𝑓𝑟𝑠𝑐𝑜𝑟𝑒 = (
𝛥𝑑𝑗

∑ 𝛥𝑑𝑗𝑗∈𝑢𝑙.𝑐𝑟

+
𝛥𝑡𝑗

∑ 𝛥𝑡𝑗𝑗∈𝑢𝑙.𝑐𝑟

) ∗  𝑡𝑖. 𝑝3 (11) 

Where, ti.p3 denotes ti traveler’s importance of fare 
reduction. Therefore, the total fare reduction score for all 
travelers (u.ct) of the selected taxi uselected can be calculated by: 

𝑡𝑓𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝑠𝑐𝑜𝑟𝑒 = ∑ 𝑡𝑖. 𝑓𝑟𝑠𝑐𝑜𝑟𝑒
𝑖∈𝑢.𝑐𝑡

 (12) 

And the normalized fare reduction score is given by: 

𝑛𝑡𝑓𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝑠𝑐𝑜𝑟𝑒 =
𝑡𝑓𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝑠𝑐𝑜𝑟𝑒

𝑡𝑓𝑟𝑀𝑎𝑥𝑠𝑐𝑜𝑟𝑒
 (13) 

Where tfrMaxscore is the maximum score for the set of 
eligible taxis. 

On the other hand, the total profit for a taxi driver (if the 
new request is assigned to her taxi) can be calculated by: 

𝜐𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑡𝑠 = ∑ (𝑟𝑗 . 𝑛𝑓 − 𝑟𝑗 . 𝑒𝑓)

𝑗∈𝑢𝑙.𝑐𝑟

 (14) 

By taking into consideration the selected taxi driver’s  
preference (dselected.p2) regarding her interest in profit 
increment, the profit increment score for the selected taxi can 
be calculated as: 

𝑝𝑖𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 = 𝜐𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑡𝑠 ∗ 𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑝2 (15) 

And the normalized value can be calculated as: 

𝑛𝑝𝑖𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
𝑝𝑖𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒

𝑝𝑖𝑀𝑎𝑥 . 𝑠𝑐𝑜𝑟𝑒
 (16) 

Where piMax.score is the maximum score among eligible 
taxis. 

The average driving distance overhead score is an 
indication of how much more distance a traveler has to endure 
in order to arrive at destination. For an occupied taxi, this 
score can be calculated as:  

𝑑𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒

=
∑ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑟𝑤 . 𝐵𝑅 → 𝑟𝑤 . 𝑝)
𝑊
𝑤=1

𝑊 ∗ 𝑡𝑗 . 𝑝4
 

(17) 

Where rw.p is the pick-up location, BR is a list that stores 
the proposed sequence of waypoints for all taxi passengers and 
tj.p4 is the tolerance to driving distance overhead of passenger 
tj (passenger’s preference). Then, the normalized score can be 
calculated as: 
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𝑛𝑑𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
𝑑𝑑𝑀𝑖𝑛 . 𝑠𝑐𝑜𝑟𝑒

𝑑𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒
 (18) 

Where ddMin.score is the minimum score among all 
eligible taxis. 

Additionally, the driver’s safety score can be calculated 
by: 

𝑑𝑠𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒

=
∑ (𝑑𝑠𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑣𝑎𝑙𝑢𝑒 ∗ 𝑡𝑤. 𝑝5)
𝑊
𝑤=1

𝑊
 

(19) 

Where dsselected.value is the driver’s safety score and tw.p5 
is the passenger’s preference regarding driver safety score. 
Then, the normalized score is calculated by:  

𝑛𝑑𝑠𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
𝑑𝑠𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒

𝑑𝑠𝑀𝑎𝑥 . 𝑠𝑐𝑜𝑟𝑒
 (20) 

where dsMax.score is the maximum score among eligible taxis. 

Another very important factor is the driver’s eco- 
friendliness score, which expresses how friendly is to the 
environment, a driver’s driving way. This score can be 
calculated by: 

𝑑𝑒𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒

=
∑ (𝑑𝑒𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑣𝑎𝑙𝑢𝑒 ∗ 𝑡𝑤. 𝑝6)
𝑊
𝑤=1

𝑊
 

(21) 

where deselected.value is the driver’s eco score and tw.p6 is the 
passenger’s preference regarding driver’s eco-friendliness. In 
this case the normalized score is given by: 

𝑛𝑑𝑒𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
𝑑𝑒𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒

𝑑𝑒𝑀𝑎𝑥 . 𝑠𝑐𝑜𝑟𝑒
 (22) 

Where deMax.score is the maximum score among eligible 
taxis. 

Furthermore, the driver’s past ratings score can be 
calculated by:  

𝑑𝑝𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
∑ (𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑝𝑟 ∗ 𝑡𝑤. 𝑝7)
𝑊
𝑤=1

𝑊
 (23) 

Where dselected.pr is the past rating of the selected driver 
and tw.p7 is the passenger’s preference regarding driver’s past 
rating. And the normalized score is: 

𝑛𝑑𝑝𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
𝑑𝑝𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒

𝑑𝑝𝑟𝑀𝑎𝑥 . 𝑠𝑐𝑜𝑟𝑒
 (24) 

Where dprMax.score is the maximum score among eligible 
taxis. 

Moreover, each traveler’s past ratings score for a selected 
taxi is calculated by:  

𝑡𝑝𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 = 𝑡𝑛𝑒𝑤 . 𝑝𝑟 ∗ 𝑑𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑝8

+∑ 𝑡𝑛𝑒𝑤 . 𝑝𝑟 ∗ 𝑡𝑤. 𝑝8
𝑊−1

𝑤=1

+ ∑ 𝑡𝑤. 𝑝𝑟 ∗ 𝑡𝑛𝑒𝑤. 𝑝8

𝑊−1

𝑤=1

 

(25) 

And the normalized score is given by:  

𝑛𝑡𝑝𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒 =
𝑡𝑝𝑟𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑠𝑐𝑜𝑟𝑒

𝑡𝑝𝑟𝑀𝑎𝑥 . 𝑠𝑐𝑜𝑟𝑒
 (26) 

Where tprMax.score is the maximum score among eligible 
taxis. 

Finally, the proposed ridesharing recommender system 
aggregates all normalized scores and the taxi with the best 
score is recommended to the new passenger: 

𝑢𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 . 𝑓𝑠𝑐𝑜𝑟𝑒 = (8) + (10) + (13) +
 (16) + (18) + (20) + (22) + (24) + (26)  

(27) 

EXPERIMENTAL RESULTS 

The proposed eco-friendly ride-sharing scheme has been 
developed using C# and two key libraries: 1) Bing Maps 
Routing API [23] and 2) Damoov [24]. The experimental 
analysis utilized the T-Drive trajectory data sample [6], which 
encapsulates GPS trajectory data from a fleet of 10,357 taxis 
in Beijing over the period spanning February 2 to February 8, 
2008. A representative sample of GPS data from 250 taxis was 
extracted from the dataset and used, leading to an input of 
135,874 real-world traces. The number of travelers is 
determined through a random allocation process that varies 
between 0 and the taxi’s maximum capacity. 

 

Simulations and Comparison to Existing Schemes 

In this study a comparative analysis is performed among 
the proposed scheme and three prevalent methods: Highest 
Aggregated Score Vehicle Recommendation (HASVR) [18], 
Nearest Vehicle Recommendation (NVR), and No-
Carpooling. HASVR’s approach offers a vehicle 
recommendation based on an aggregated scoring system. On 
the other hand, the NVR model employs a heuristic algorithm 
designed to minimize passenger wait times. It accomplishes 
this by preferentially recommending the vehicle closest to the 
passenger, with a bias toward occupied vehicles. This strategy 
ensures efficient resource utilization by reducing idle times. In 
contrast, the No-Carpooling system operates without 
providing carpooling services. In this model, each passenger 
request is met with a recommendation for a vacant vehicle 
within a specified search radius. If a vacant vehicle is 
unavailable at the requested time, the system may reject the 
request, prompting the passenger to resubmit their request. 
Experimental parameters are presented in Table 1.  

Table 1: Average Passengers’ Preference Weights 

Parameter Average Score 

Time Delay Tolerance 4.2 

Preferred Vehicle Capacity 4.0 

Importance of Fare Reduction 4.5 

Tolerance to Driving Distance Overhead 3.8 

Preference for Driver Safety 4.3 

Preference for Driver Eco-friendliness 3.9 

Weight on Driver Past Ratings 4.1 

Weight on Co-traveler Past Ratings 3.7 

 

Before providing the results and since this paper focuses 
on eco-friendly ride-sharing and sustainable transportation, 
the following two metrics are introduced: 

Average Eco-Score of Recommended Taxis (AVES): it 

expresses the mean eco-score of all taxis recommended by 

the proposed scheme and it is calculated by: 

𝐴𝑉𝐸𝑆 =
∑ 𝑑𝑒𝑣𝑎𝑙𝑢𝑒𝑖
𝑛
𝑖=1

𝑛
 (28) 

where n is the total number of recommended taxis and 
𝑑𝑒𝑣𝑎𝑙𝑢𝑒𝑖  is the eco-score of the i-th taxi. 
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Percentage of reduced total mileage (PRTM): it 

determines the mile reduction. Let Mvac denote the total 

mileage to deliver all passengers separately and MBR denote 

the total mileage used to deliver all passengers using the taxis 

recommended by the proposed scheme (either vacant or 

occupied taxis). Thus, PRTM is calculated by: 

𝑃𝑅𝑇𝑀 = (1 −
𝑀𝐵𝑅
𝑀𝑣𝑎𝑐

) ∗ 100 (29) 

Then, the impact of travelers’ eco-preference tw.p6 on the 
average eco score of recommended taxis is presented in Figure 
1. In the simulation, three categories of traveler eco-awareness 
have been used: Low, Moderate, and High. Results are 
contrasted with the general mean eco-score of 0.70. 

 

 

Figure 1: Average eco-score of recommended taxis 

 

 

Figure 2: PRTM vs Number of Taxis 

 

Regarding the three categories of traveler eco-awareness: 
(a) Travelers belonging to the “Low” category prompted the 
system to recommend taxis averaging an eco-score of 0.63, 
slightly below the overall mean, (b) Travelers belonging to the 
“Moderate” category led the system to recommend taxis with 
an eco-score of 0.74, providing slightly more eco-friendly 
rides and (c) Travelers belonging to the “High” category 
guided the scheme to pick taxis with a high eco-score of 0.83 
on average, emphasizing the system’s ability to prioritize eco-
friendliness substantially when detected as a chief traveler’s 
preference. 

Regarding PRTM versus the number of taxis, Figure 2 
illustrates results. In particular, performance of all carpooling 
schemes improves with the number of vehicles. This finding 
is expected, since the more the vehicles, the greater the 
probability to find an optimal taxi in terms of PRTM. Here it 
should be mentioned that the No-Carpooling scheme remains 

at 0%, due to its nature. Additionally, the proposed scheme 
outperforms HASVR and NVR for any number of vehicles, 
since eco-friendliness is a parameter specifically taken into 
account. In particular, for 250 taxis, the proposed scheme 
provides a 39% PRTM, HASVR is second with 29% and NVR 
achieves 19%.  Interestingly, while the proposed scheme and 
HASVR provide an increase in performance with the number 
of vehicles, NVR does not follow this pattern in the interval 
between 100 and 200 vehicles. NVR primarily considers 
waiting times and it does not focus to find the optimal taxi in 
terms of reduced mileage. Thus, its performance may vary, 
depending on the dataset. 

Regarding PRTM versus searching radius (SD0), Figure 3 
illustrates the results. The proposed scheme and HASVR 
provide improved performance as SD0 increases. Again, NVR 
does not follow this pattern, providing the same performance 
for any SD0, while the No-Carpooling scheme remains at 0%. 
Overall, the proposed scheme surpasses HASVR and NVR 
across all examined SD0. For instance, for SD0=6km, the 
proposed scheme provides a PRTM equal to 46%, while 
HASVR reaches 36% and NVR 23%. 

 

Figure 3: PRTM vs Searching Radius 

 

Regarding PRTM by considering different hours of the 
day (Poisson distribution), Figure 4 illustrates results. As it 
can be observed, performance of the proposed scheme, 
HASVR and NVR varies throughout the day. The proposed 
scheme provides and initial PRTM of 17% at 04:00 a.m., 
which rises to a maximum of 27% by 16:00 p.m. and falls to 
23% by 20:00 p.m. Results show that the proposed scheme 
performs better during afternoons, since rides (and thus 
ridesharing opportunities) increase. On the other hand, 
HASVR reaches a maximum performance of 19% at 16:00 
p.m., while NVR provides it peak of 12% at noon. However, 
the performance of both schemes falls in the evening, reaching 
a 13% for HASVR and 7% for NVR by 20:00 p.m.. The No-
Carpooling scheme remains static at 0%, since there is not any 
mileage reduction. 
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Figure 4: PRTM vs Day Hours 

 

Finally, regarding satisfied ride requests for different SD0, 
Figure 5 illustrates the results. As SD0 increases, all schemes 
improve their percentages of satisfied ride requests. This is 
expected, as a larger SD0 considers more taxis for each 
request, increasing the chances of a suitable ride. The No-
Carpooling scheme provides the worst performance, as it does 
not take advantage of the benefits of carpooling. However, it 
should be stated that even without carpooling, the scheme is 
still able to satisfy a substantial percentage of ride requests. 
The proposed scheme provides a worse performance 
compared to HASVR, due to its stricter time and distance 
constraints, which give priority to certain aspects of user 
satisfaction over a simple request satisfaction. While these 
constraints reduce the percentage of satisfied requests 
compared to HASVR, they ensure that satisfied requests 
follow specific quality criteria, offering a more personalized 
and quality-oriented user experience. 

 

Figure 5: Satisfied Ride Requests (%) 
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Abstract—Heat transfer in internal combustion engines is 

one of the most important topics since it affects engine 

performance, exhaust emissions, and thermal damage. 

Conventional coolants (water, ethylene glycol, propylene glycol, 

and engine oil) are widely utilized. However, these coolants have 

limitations in thermal conductivity. Nanofluids have become 

more attractive recently because of their advanced 

thermophysical properties (higher thermal conductivity), 

compared to conventional coolants. This study provides a 

comprehensive review of recent literature on using nanofluids 

as alternative coolants in engines. The findings highlight the 

promising role of nanofluids in addressing the thermal 

management challenges of engines.  

Keywords—internal combustion engines, heat transfer, 

nanofluids, nanoparticles, automobile cooling systems 

INTRODUCTION 

Temperatures within the combustion chamber of an engine 
can reach around 2700 K and higher [1]. Engine materials 
cannot withstand high temperatures and quickly fail without 
proper heat transfer. Therefore, removing heat is important to 
prevent thermal damage to the engine [1]. Conversely, it is 
beneficial to operate an engine at the highest possible 
temperature to maximize thermal efficiency [1]. Engine oil 
serves as both a lubricant and a coolant in engines [2]. Friction 
between moving parts decreases efficiency by converting 
kinetic energy into heat [2]. The primary role of the engine oil 
is to reduce this friction [2]. Additionally, it helps prevent 
corrosion, enhances sealing, and cleans the engine [2]. Engine 
oil also cools the engine by removing heat away from the 
moving parts [2]. Similar to engine oil, there are water-cooled 
and air-cooled methods to cool the combustion chambers of 
engines. In the air-cooled method, a finned exterior surface on 
the engine block over which air is directed is used [1]. In the 
water-cooled method, the engine block is surrounded by a 
water jacket. This jacket contains a coolant fluid circulated 
through the engine to decrease temperatures [1]. Although 
water is widely used as a heat transfer fluid, it has also some 
disadvantages (corrosion risk, high freezing point (0oC at 101 
kPa), and low boiling temperature (100oC at 101 kPa)) [1]. To 
overcome these disadvantages of water, in most engines, the 
water-ethylene glycol (EG) blends or the water-propylene 
glycol (PG) blends are used [1]. EG has a lower freezing point 
(-11oC at 101 kPa) and higher boiling point (197oC at 101 
kPa), compared to water. However, EG has relatively lower 
thermal conductivity (0.30 W/mK), compared to diesel fuel 
(0.69 W/mK) [1]. PG is used as the base ingredient in some 
commercial engine coolants. PG has a freezing point of -14oC 
at 101 kPa, a boiling temperature of 188oC at 101 kPa), and a 
thermal conductivity (0.15 W/mK) [3].  

Researchers have investigated new methods to improve 
heat transfer rates in engines. One of these methods is the use 
of nanofluids. Due to the advancements in nanotechnology, 
nanofluids have taken significant attention as encouraging 
alternatives to conventional coolants due to their improved 
thermal conductivity. Nanofluids are composed of 
nanoparticles (metals, oxides, carbon nanotubes, etc.). These 
nanoparticles have sizes from 1 to 100 nm, and are dispersed 
in base fluids such as water, EG, PG, or engine oil [3]. 
According to Maxwell's theory [4], solids generally have a 
higher thermal conductivity than liquids. That is why 
nanofluids exhibit superior thermal conductivity compared to 
their base fluids. This improvement in thermal conductivity 
represents a breakthrough in energy efficiency for automotive 
cooling systems. It also enables radiators to achieve better 
cooling performance without increasing their size, weight, 
cost, or heat exchange area [3, 5, 6]. Moreover, enhanced 
thermal conductivity can lead to better engine performance 
and decrease some exhaust emissions.   

Considering the important role of heat transfer in engine 
performance and the potential benefits of using nanofluids to 
increase thermal conductivity, there has been extensive 
research over recent decades focusing on the thermophysical 
properties and heat transfer performance of nanofluids based 
on water, EG, PG, and engine oil. This study presents a 
comprehensive review of the latest literature, analyzing the 
thermophysical properties and heat transfer efficiency of 
nanofluids used in automotive radiator systems.  

LITERATURE REVIEW 

Afrand et al. [2] explored the impacts of temperature and 
nanoparticle concentration on the dynamic viscosity values of 
SiO2 (silica)-MWCNTs (multi-walled carbon nanotubes)-
engine oil (SAE40) hybrid nanofluids. The experiments 
covered a solid volume fraction of 0.0625%, 0.125%, 0.25%, 
0.5%, 0.75% and 1.0%. A correlation was developed to 
estimate the dynamic viscosity values of SiO2-MWCNTs-
engine oil (SAE40) hybrid nanofluids. These nanofluids were 
prepared using a two-step method. To obtain stable nanofluid 
samples, the suspensions were magnetically stirred for 2.5 
hours. Then, these samples were mixed with an ultrasonic 
processor for 6-7 hours. After 15 days, visual inspection 
showed that the nanofluid samples had remained stable, with 
no significant sedimentation. The viscosity measurements 
were done at different shear rate ranges (667-6667 1/s). The 
viscosity of nanofluid was measured at a solid volume fraction 
of 1% under various shear rates (1/s) and temperatures (from 
30oC to 60oC). Since the shear stress (dyne/cm2) changed 
linearly with the shear rate at each temperature, the hybrid 
nanofluids were determined to behave as a Newtonian fluid. 
The dynamic viscosity of nanofluids was measured at various 
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temperatures (25oC- 60oC). It was observed that, at each 
temperature, the viscosity of the hybrid nanofluids increased 
with higher solid volume fractions. The viscosity of 
nanofluids decreased with increasing the temperature. The 
relative dynamic viscosity increased with the solid volume 
fraction (0%-1%). The relative dynamic viscosity also slightly 
increased with temperature (25oC-60 oC), but it became more 
pronounced at higher solid volume fractions. Additionally, the 
maximum deviations in relative viscosity between 25oC and 
60oC were found to be 1.4%, 2.9%, and 2.5% at the solid 
volume fractions (0.0625%, 0.125%, and 0.25%, 
respectively). This showed that the relative viscosity remained 
nearly constant under different temperatures at these lower 
solid volume fractions. However, at higher solid volume 
fractions (0.5%, 0.75%, and 1%), the maximum deviations in 
relative viscosity were found to be 8.3%, 7.4%, and 10.0%, 
respectively. Additionally, the viscosities of SiO2-SAE40 and 
MWCNTs-SAE40 mono nanofluids were measured and 
compared with that of the SiO2-MWCNTs-SAE40 hybrid 
nanofluid at 25oC and 50oC. The relative viscosity of the 
hybrid nanofluid was observed to be between those of the 
mono nanofluids at these temperatures. The relative viscosity 
of MWCNTs-SAE40 was considerably higher than that of 
both SiO2-MWCNTs-SAE40 and SiO2-SAE40 nanofluids. 
The cylindrical shape and extended length of MWCNTs 
reduced their ability to move between the oil layers. 
Consequently, the viscosity of the MWCNTs-SAE40 mono 
nanofluid increased significantly. The relative viscosity of 
SiO2-MWCNTs-SAE40 hybrid nanofluids was estimated 
using theoretical models (Einstein and Wang models) based 
on solid volume fraction at 40oC. However, these models 
could not accurately predict the viscosity. Therefore, a 4th-
degree polynomial correlation was proposed to estimate the 
relative dynamic viscosity of these nanofluids at different 
temperatures (25oC-60oC). The correlation was a function of 
the solid volume fraction and the dynamic viscosity of the 
base fluid. The maximum deviation between the measured 
data and computed values was found to be 0.75%. 

Li et al. [3] investigated the heat transfer performance and 
thermophysical properties of hybrid nanofluids (mixtures of 
EG, silicon carbide, and multi-walled carbon nanotubes). 
These hybrid nanoparticles were prepared using hexane, 
magnetic agitator, and ultrasonic vibrator. The hybrid 
nanoparticle was added to EG at different volume fractions 
(0.04%, 0.1%, 0.2%, and 0.4%) by using a vertical closed sand 
mill. The thermal conductivity values of hybrid nanofluids 
linearly increased with increasing hybrid nanoparticles. At all 
fractions, the thermal conductivity of hybrid nanofluids was 
found to be higher than that of nanofluids including only 
silicon carbide and EG. This was due to the higher thermal 
conductivity of carbon nanotubes than silicon carbide. The 
maximum enhancement in the thermal conductivity was found 
to be 32.01% with the use of the hybrid nanofluids including 
0.4 vol.%. At every volume fraction, the thermal conductivity 
of hybrid nanofluids and pure EG increased with increasing 
temperature. The increase in thermal conductivity was found 
to be small for EG. Thermal conductivity was more sensitive 
to the change of temperature at higher fractions. For example, 
the hybrid nanofluid including 0.4 vol.% showed a 9.8% 
increase in thermal conductivity at 50oC, compared to 20oC, 
whereas the EG demonstrated a 2.7% increase over the same 
temperature range. At room temperature, the viscosity of 
hybrid nanofluids and pure EG was measured at different 
shear rates (10 to 500 s-1). The viscosities of pure EG and 
hybrid nanofluids showed only minor changes with increasing 
shear rate. That is why the hybrid nanofluids could be 

classified as Newtonian fluids. The adding hybrid 
nanoparticles did not change the fluid behavior of the base 
fluid (EG). This was advantageous for fluid pumping and 
transportation. However, higher particle volume fractions led 
to a significant increase in the viscosity of hybrid nanofluids. 
The addition of solid particles (hybrid nanofluids) increased 
the viscosity of the base fluid (EG). The viscosity of hybrid 
nanofluids was measured between 25oC and 60oC. The 
viscosity of hybrid nanofluids and pure EG decreased with 
increasing temperature. The Reynolds number, Prandtl 
number, Nusselt number, and convective heat transfer 
coefficient of the hybrid nanofluids were investigated under 
different temperatures (30oC, 40oC, and 50oC) and volume 
fractions (0%-0.4%). At 50oC, the maximum convective heat 
transfer coefficient of the hybrid nanofluid including 0.4% 
vol. of hybrid nanoparticle was found to be 26% higher than 
pure EG. This result showed the hybrid nanofluids were 
expected to significantly enhance the heat dissipation 
performance of automobile engines. Finally, the hybrid 
nanofluids showed considerable improvement in thermal 
conductivity. However, this enhancement coincides with an 
increase in viscosity for all volume fractions, which impacts 
pumping energy consumption and time. 

Oliveira et al. [5] investigated the thermal performance of 
multi-walled carbon nanotubes/water nanofluids in an 
automotive radiator. The mass flow rate was changed from 30 
to 70 g/s. The inlet temperature was changed from 50oC to 
80oC. The concentration was changed from 0 to 0.16 wt%. The 
nanofluids' properties (thermal conductivity and viscosity) 
were determined using a transient hot bridge sensor and a 
viscometer. The nanofluids were created using a two-step 
method. The nanofluid had a significantly higher dynamic 
viscosity than water. At a temperature of 30oC, the viscosity 
increased by 8.5%, 20.6%, and 54% for concentrations of 0.05 
wt%, 0.08 wt%, and 0.16 wt%, respectively. For all samples, 
the viscosity decreased as the temperature increased from 
30oC to 90oC. Thermal conductivity (W/mK) was measured at 
25oC and 50oC. A slight increase in thermal conductivity of 
nanofluids was observed compared to water at each 
temperature. At 50oC, the thermal conductivity enhancement 
was found to be approximately 5% for concentrations of 0.08 
wt% and 0.16 wt%. At 25oC, the enhancement was lower, with 
a 1.6% increase for the 0.16 wt% concentration. The variation 
in heat transfer rate (W) was investigated at different inlet 
temperatures (50oC, 60oC, 70oC, and 80oC) and mass flow 
rates of the liquid (30 g/s, 40 g/s, 50 g/s, 60 g/s, and 70 g/s) for 
nanofluids and pure water. The heat transfer rate for 
nanofluids was slightly lower compared to pure water. The 
heat transfer rate increased with a higher liquid mass flow rate 
for all nanofluids. However, the heat transfer rate decreased 
with higher nanoparticle concentrations. For the 0.05 wt% 
concentration, the heat transfer rate was almost the same as 
that of pure water. For the 0.08 wt% concentration, the heat 
transfer rate was 3% lower (at an inlet temperature of 80oC 
and mass flow rate of 70 g/s) and 8.8% lower (at an inlet 
temperature of 50oC and mass flow rate of 30 g/s) than pure 
water. Finally, for the highest concentration of 0.16 wt%, the 
reduction in heat transfer rate was more significant, varying 
from 7.3% (at 80oC and 70 g/s) to 17% (at 80oC and 30 g/s). 

Hajiakbari et al. [7] numerically investigated the effects of 
different nanoparticles (TiO2 (titanium dioxide), SiO2, and 
Al2O3 (alumina)) on convective heat transfer coefficient, 
Nusselt number, and entropy values to improve radiator 
cooling processes. These nanoparticles were used in different 
vol. concentrations (0.2%-0.8%). The most efficient nanofluid 
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composition was determined as 80% water, 20% EG, and 1% 
SiO2. The numerical values were compared to the measured 
data given in the four-stroke Mercedes-Benz OM502 V8 2023 
diesel engine catalog. Adding 1% SiO2 to the water-EG blend 
(volumetrically 20% water-80% EG) significantly improved 
the convective heat transfer coefficient. The average 
improvement of convective heat transfer coefficient was 
determined as 74.7% at the coolant inlet temperature of 85°C 
and 127.1% at the coolant inlet temperature of 95°C. The 
average increase in Nusselt number for coolants based on 
SiO2, TiO2, and Al2O3 was determined as 200.9%, 70.4%, and 
23.1% at 85°C coolant inlet temperature, and 291.2%, 97.4%, 
and 72.7% at 95°C coolant inlet temperature, respectively. 
The numerical results demonstrated a 75.1% and 128.1% 
improvement in heat transfer rate as well as a decrease in 
coolant outlet temperature by 23.8°C and 21.4°C when the 
inlet coolant temperature was 85°C and 95°C. Moreover, 
economic analyses showed that using the optimal coolant 
composition could result in annual cost savings of about 
$2700. 

Esfe et al. [8] measured the dynamic viscosity of alumina 
(Al2O3)-engine oil (10 W-40) nanofluids depending on solid 
volume fraction and temperature. Al2O3 nanoparticles with an 
average diameter size of 20 nm were dispersed into the engine 
oil at the solid volume fractions of 0.25%, 0.5%, 0.75%, 1%, 
1.5%, and 2%. Dynamic viscosity was measured under the 
temperatures of 5oC, 15oC, 25oC, 35oC, 45oC, 55oC, and 65oC 
using by a viscometer. The nanofluids were prepared by a two-
step method. To make the most stable and homogenous 
samples, after magnetic stirring for 2.5 h, the samples were 
exposed to an ultrasonic processor for 7 h. The change of 
dynamic viscosity of nanofluids depending on shear rate 
(2000-12000 1/s) was investigated at different solid volume 
fractions (0%-2%) and temperatures (5oC-65oC). The 
viscosity of the samples did not change for different shear 
rates. Therefore, all samples exhibited Newtonian behavior. 
The viscosity of the nanofluid increased with increasing the 
solid volume fraction. The increase in dynamic viscosity with 
solid volume fraction was found to be more significant at 
lower temperatures, compared to higher temperatures. The 
increase in viscosity with solid volume fraction was due to the 
larger nanoclusters resulting from Wan Der Waals forces 
between the nanoparticles and the engine oil. These 
nanoclusters stopped the movement of base fluid on each 
other. Additionally, as the temperature was increased, the 
viscosity of the nanofluids decreased because of the 
depreciation of the intermolecular interactions between the 
molecules. Finally, the regression correlations (third-degree) 
were suggested depending on the solid fraction for each 
temperature. Experimental data and correlation values showed 
a minor deviation, suggesting that the proposed correlations 
demonstrated acceptable accuracy at each temperature. 

Sundar et al. [9] investigated the rheological properties of 
Fe3O4 (iron oxide) nanoparticles dispersed in EG and water 
blends at different temperatures. The magnetic nanoparticles 
(Fe3O4) were created using the chemical coprecipitation 
method in which the aqueous solution of ferrous 
chloride/ferric chloride and sodium hydroxide was used. The 
EG and water blends (base nanofluid) were prepared in a mass 
ratio of 60:40, 40:60, and 20:80, respectively. Fe3O4 
nanoparticle was added to the EG and water blends at different 
volume concentrations (from 0.0% to 1.0%).  The viscosity 
values of blends were measured between 0oC and 50oC. The 
viscosity values of blends increased with increasing volume 
concentration of Fe3O4 nanoparticle and decreased with 

increasing temperatures. They suggested an equation similar 
form the Einstein model, to estimate the viscosity values of 
nanofluids based on the base fluid viscosity and the particle 
(Fe3O4) volume concentration. The equation had an average 
deviation of 6.1% and a standard deviation of 8.2%. However, 
the Einstein model consistently underestimated the 
experimental viscosity data for all blends including Fe3O4 
nanoparticle. At the temperature of 50oC, the viscosity values 
of EG and water blends (with mass ratios of 60:40, 40:60, and 
20:80) increased by 2.94 times, 1.61 times, and 1.42 times, 
respectively, with the addition of a 1% volume concentration 
of Fe3O4. At the temperature of 0oC, the viscosity values of 
EG and water blends (with mass ratios of 60:40, 40:60, and 
20:80) increased by 2.13 times, 1.92 times, and 1.4 times, 
respectively, with the addition of a 1% volume concentration 
of Fe3O4. They suggested the magnetic nanofluids as heat 
transfer fluids. They stated that their unique advantage lies in 
their magnetic response, even when the nanoparticles are fully 
dispersed in the base fluid. 

Sokhal et al. [10] investigated the thermal and flow 
characteristics of water-based alumina nanofluids in a 
radiator. The experiments were performed under different 
nanofluid inlet temperatures, Reynolds numbers (12000-
30000), particle concentrations, and air velocities (0.25 m/s-
0.55 m/s). Nanofluids were created using the two-step method 
in which double-distilled water (base fluid) and alumina 
nanoparticles were used at various concentrations (0.2-1% by 
volume). The thermal conductivity (W/mK) values of 
Al2O3/water nanofluids increased with increasing temperature 
(30oC-70oC) and nanoparticle concentration (0.2%-1% vol.). 
The thermal conductivity of nanofluids was found to be more 
sensitive to the change in temperature compared to the base 
fluid (water). At higher temperatures, nanofluids exhibited 
higher thermal conductivity than the base fluid (water). For 
example, the thermal conductivity of a 1.0% (v/v) nanofluid 
at 30oC (0.673 W/mK) was 8% higher than that of the base 
fluid (0.619 W/mK). Moreover, at 70oC, it (0.796 W/mK) was 
20% higher than the base fluid (0.660 W/mK). The 
improvement in the thermal conductivity of nanofluids was 
due to the presence of a liquid nanolayer as well as the 
Brownian motion of the nanoparticles. The viscosity values of 
nanofluids increased with increasing particle volume 
concentrations (0.2%-1% vol.). The viscosity values also 
decreased with increasing temperature (30oC-90oC). The 
density values of nanofluids increased with increasing particle 
volume concentrations (0.2%-1% vol.). The density values 
decreased with rising temperature (30oC-80oC). The specific 
heat of nanofluids (kJ/kgK) was found to be more sensitive to 
the concentration of Al2O3 than to temperature. The specific 
heat of the base fluid (water) increased by only 0.7% when the 
temperature was increased from 40oC to 90oC. The heat 
capacity of nanofluids increased with increasing temperature 
but decreased with increasing particle volume concentrations 
due to the lower specific heat of Al2O3 than water. The 
variation of the heat transfer coefficient (W/m2K) for both the 
base fluid and nanofluids in a vertical tube as a function of 
Reynolds number was investigated for a fluid inlet 
temperature of 40oC. The concentration of nanoparticles 
(0.25%-1% vol.) played a crucial role in enhancing the heat 
transfer coefficient. Nanoparticles in the base fluid increased 
the heat transfer coefficient. The heat transfer rate (W) 
enhancement was 5% and 7% for a nanoparticle concentration 
of 0.25% (v/v) at Reynolds numbers of 12000 and 30000, 
respectively. It was investigated that the effects of the fluid 
inlet temperature (40oC, 50oC, 60oC, 70oC, 80oC, and 90oC) 
on heat transfer coefficient (W/m2K). With increasing the 
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fluid inlet temperature, the heat transfer coefficient increased 
due to the enhancement in thermal conductivity and the 
reduction in density and viscosity of the nanofluids. For 
instance, increasing the inlet temperature from 40oC to 60oC 
resulted in a 16% improvement in the heat transfer coefficient.  

CONCLUSION 

This review study has investigated nanofluids' potential as 
alternative coolants for automotive radiators. The use of 
nanoparticles significantly improves the thermophysical 
properties of the base fluids, which improves heat transfer rate 
and energy efficiency. Furthermore, nanofluids can offer a 
promising way to design more efficient and compact radiator 
systems. However, alongside these benefits, the higher 
viscosity of nanofluids leads to challenges, such as increased 
pumping power and flow resistance. Moreover, long-term 
stability, cost-effectiveness, and material compatibility must 
be carefully considered before nanofluids can be widely 
adopted in automotive radiators. Optimizing nanoparticle 
concentrations and formulating stable nanofluids can be 
studied for future studies.  
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Abstract— The aim of this study is to apply a multi-objective 

product line optimization approach for reducing food waste 

while balancing profit and buyer’s welfare. The proposed 

approach is based on a Non-dominated Sorting Genetic 

Algorithm II (NSGA-II) and it is used for addressing the NP-

hard problem of product line redesign, by optimizing both 

economic and social objectives. The results reveal that NSGA-II 

performs great in detecting non-dominated solutions, ensuring 

a better distribution among those solutions, while converging 

faster to optimal product configurations at the same time. By 

using buyer’s welfare into the optimization process, the model 

offers an important tool for reducing food waste by promoting 

suboptimal products, thereby enhancing sustainability. 

Keywords— Product Line Re-design, Food Waste Reduction, 

NSGA-II, Buyer’s Welfare, Multi-objective Optimization 

INTRODUCTION 

Waste of food is a well-known global issue, with large 
amounts of edible food being wasted every day. One of the 
reasons behind this waste is the marketing standards used for 
food products, which help ensure that food looks good and 
meets certain quality expectations, even though they can also 
lead to food being wasted unnecessarily. For example, food 
that doesn't meet cosmetic standards, is often discarded even 
though it may be considered to be safe to eat [1]. 

The problem with these marketing standards is that they 
focus too much on appearance, which can lead consumers to 
avoid buying food that is in good condition. As a result, a large 
amount of food waste comes from packages that do not meet 
those standards. This creates an important challenge for food 
firms to satisfy consumers who want to reduce waste [2]. 

The aim of this paper is to apply a methodology that 
balances two important factors, the profit of firms and the 
welfare of buyers, while creating a product line. By using this 
approach product lines can be redesigned to improve the 
marketability of food products, instead of just focusing on 
increasing profit. In doing so, firms can still achieve good 
profits while reducing food waste and better meeting 
consumer needs better [3]. 

LITERATURE REVIEW 

Marketing standards play an important role in the food 
industry, since they affect food waste. They are designed for 
ensuring that products meet certain quality and appearance 
criteria, such as size and shape. However, research shows that 
appearance often leads to the rejection and disposal of food 
that is actually in good condition and is considered safe to 
consume. For example, food that is not in a specific package 
as expected or it is slightly damaged, it is discarded, even 
though it is considered safe to buy and consume. This problem 
has been highlighted by previous studies, which mention that 

even though marketing standards are important, they can also 
result in food waste [2], [4], [5], [6], [7]. 

The Product Line Design (PLD) problem is a complex NP-
hard class optimization problem, and it is a key research area 
in marketing that focuses on determining the optimal features 
of the products offered by a firm, often formulated in the 
context of Conjoint Analysis [8]. PLD aims at optimizing an 
objective set by the firms, like maximizing profits or market 
share [9], [10], [11]. However, focusing solely on economic 
objectives can lead on food waste [12]. 

In recent years, growing awareness of the need to 
incorporate sustainability into marketing practices is noticed 
[13]. Companies are starting to recognize that sustainability 
goes beyond profitability and includes social and 
environmental considerations. As a result, product managers 
have to find ways to reduce waste and meet consumer welfare 
expectations for sustainable products. Studies have shown that 
consumers are more likely to buy products that are considered 
to be environmentally friendly, which has altered the way 
companies design their products [14]. By incorporating 
sustainability into the PLD process, firms not only reduce 
waste but also improve their reputation as eco-friendly brands. 

METHODOLOGY 

The aim of this paper is to address PLD balancing the two 
objectives of maximizing profit for firms and improving the 
welfare of buyers, in order to avoid food waste [9]. This 
challenge stems from the need to determine the optimal 
configuration of the product line, a decision that involves 
selecting which products to offer, how they should be 
packaged, how they should be prized and how they can appeal 
to consumers who might otherwise avoid purchasing 
suboptimal ones. This approach allows companies to retain 
profitability while reducing waste. 

Multi-objective optimization 

To optimize the conflicting objectives of maximizing 
profit and buyers' welfare, using BTL as a choice model [15], 
this paper uses a multi-objective optimization approach based 
on the Non-dominated Sorting Genetic Algorithm II (NSGA-
II) [16], a method that allows the optimization of both 
objectives. NSGA-II generates a range of solutions that lie on 
a Pareto front, where no single solution is better according to 
all criteria without compromising another. In this case, the 
trade-offs between profit and buyer’s welfare are explored, 
with a specific focus on reducing food waste. By optimizing 
both objectives, firms can identify product line configurations 
that help them maintain profitability while ensuring that their 
products are still attractive to consumers. This method is 
expected to lead to less food being wasted, as more products 
are selected by consumers even when they do not meet strict 
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appearance standards. The performance of NSGA-II is 
compared to that of a Multi-Objective Particle Swarm 
Optimization combined with Crowding Distance (MOPSO-
CD) [17] according to popular comparison metrics [16], [18]. 

Regarding the parameter selection of each algorithm, the 
parameters of NSGA-II were chosen according to previous 
research on applying a genetic algorithm on PLD [19], and the 
parameters of MOPSO-CD were also chosen according to 
previous research on applying PSO on PLD [20]. 

Dataset 

The dataset used in this study is based on a market survey 
conducted on olive oil products using Choice-Based Conjoint 
Analysis (CBCA) [21]. The dataset includes the partworths of 
417 consumers regarding five attributes of olive oil products, 
including olive oil type, package type, package size, brand, 
and price per liter. These attributes have multiple levels, with 
each level having specific partworths for each consumer, 
which represent the consumer's perceived value of that 
feature. Additionally, the dataset includes information on 
marginal costs associated with each feature, which are 
essential for the accurate calculation of profit. 

The dataset also includes details about the olive oil 
consumption of consumers, with statistics such as their olive 
oil usage per month, as well as prohibitions for certain 
combinations of product features (e.g., glass packaging with 
large packages like 5 liters), which add further complexity to 
the problem. This dataset allows the application of multi-
objective optimization, to balance firm profitability with 
buyer’s welfare to reduce food waste. 

RESULTS 

In this section, the results from both multi-objective 
optimizers are presented in detail. Both algorithms run 50 
times, until 50,000 functions evaluations are reached. 

In Figure 1, a comparison between the Pareto fronts of 
NSGA-II and MOPSO-CD is presented. This figure clearly 
demonstrates that NSGA-II is able to detect non-dominated 
solutions faster. 

 

Figure 1: Pareto comparison 

This finding is verified by the results of the C metric which 
are presented in Table1. Table 1 presents the average C metric 
values of both mutli-objective optimizers from all 50 runs. 
From those results, it is clear that the non-dominated solutions 
retrieved from NSGA-II dominate that of MOPSO-CD in 
most cases. 

Table 1: Table Type Styles 
Method NSGA-

II 
MOPSO-

CD 

NSGA-II 1 0.64 

MOPSO-
CD 

0.28 1 

Figure 2 demonstrates the average convergence behavior 
of the two optimizers towards the profit-optimum solution, 
across all 50 runs. From this figure, it is clear that both 
algorithms, even though having differences in their 
convergence behavior, they manage to converge towards the 
profit-optimum solution within 50,000 function evaluations. 

 

Figure 2: Convergence behavior towards profit-optimum line 

Figure 3 demonstrates the average convergence behavior 
of the two optimizers towards the buyer’s welfare-optimum 
solution. From this figure, it is clear that NSGA-II manages to 
converge faster towards the buyer’s welfare-optimum solution 
within 50,000 function evaluations. 

 

Figure 3: Convergence behavior towards buyer’s welfare-
optimum line 

The above findings are confirmed by Figure 4 which 
demonstrates the M1 metric values from each of the 50 runs. 
In those violin plots, each dot corresponds to a value from the 
50 runs, while the black square corresponds to the median 
values and the white circles corresponds to the mean values. 
Since the M1 metric reveals the distance from the optimal 
Pareto front, it is clear that NSGA-II’s non-dominated solution 
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set is closer to the optimal Pareto front than that of MOPSO-
CD. 

 

Figure 4: Results of M1 metric 

Figure 5 demonstrates the results of the Δ metric, which 
evaluates the distribution among the solutions. Low values of 
the Δ metric indicate better distribution among the non-
dominated solutions. As a result, NSGA-II has a better 
distribution among the solutions, according to this metric. 

 

Figure 5: Results of Δ metric 

Finally, M3 metric demonstrates the percentage of the 
maximum extent ever found of each front of non-dominated 
solutions. While MOPSO-CD is able to detect a greater 
percentage, it appears to get trapped in local optima points 
(especially when optimizing buyer’s welfare according to 
Figure 3). As a result, NSGA-II has better average and median 
values of the M3 metric, which means that NSGA-II is able to 
identify a better extent of the non-dominated solutions most of 
the times. 

 

Figure 6: Results of M3 metric 

The results presented above demonstrate that NSGA-II 
outperforms MOPSO-CD in several key areas, including 
faster convergence to non-dominated solutions, better 
distribution of solutions, better extent of the front and a more 
consistent ability to find optimal solutions. These findings 
have important implications for real-world applications, 
especially in the PLD optimization used for reducing food 
waste. 

Particularly, the superior performance of NSGA-II means 
that firms can redesign their product lines more effectively, by 
balancing the conflicting objectives of maximizing profit and 
buyer’s welfare. For example, NSGA-II’s ability to quickly 
converge on solutions that optimize both profit and buyer’s 
welfare allows companies to make decisions in time, about 
which products to offer, how to price them, and how to create 
suboptimal products that might be discarded otherwise, due to 
packaging. 

Additionally, NSGA-II’s better distribution and extent of 
non-dominated solutions ensures that companies have a 
broader range of options to choose when making decisions 
about the configuration of their product lines. This is crucial 
in the food industry, where firms must explore complex trade-
offs between consumer preferences, cost efficiency, and 
sustainability goals [22]. By adopting NSGA-II, firms can 
produce food products that may not meet strict appearance 
standards but are still perfectly safe to consume, resulting in 
reduced food waste and contributing to sustainability. The use 
of NSGA-II in product line redesign offers a promising 
approach for firms trying to achieve both profitability and 
sustainability. By optimizing product lines according to 
buyer’s welfare, businesses can address the important issue of 
food waste while still maintaining a competitive advantage in 
the market. 

CONCLUSIONS 

This study aimed to address the issue of food waste by 
developing and applying a multi-objective product line 
optimization approach that not only focuses on maximizing 
profit but also integrates buyer’s welfare. By employing a 
NSGA-II firms are able to address the NP-hard problem of 
PLD, by balancing conflicting objectives, and thus, redesign 
their product lines in a way that supports marketability, 
consumer satisfaction, and reduces food waste. 

The results of this study demonstrated that NSGA-II 
outperforms MOPSO-CD, when it comes to identifying non-
dominated solutions faster and achieving better distribution 
across the Pareto front. Various performance metrics like the 
C metric, the M1 metric, the M3 metric, and the Δ metric, 
confirmed the robustness and efficiency of NSGA-II, showing 
it to be more effective in exploring the trade-offs between 
profitability and buyer’s welfare. 

This study revealed that the proposed model is able to 
assist in the creation of a broader range of product 
configurations, which might have been overlooked due to 
cosmetic standards or other marketing criteria. By redesigning 
product lines to include products that would otherwise be 
rejected, firms can maximize profit and reduce unnecessary 
waste, at the same time. This is crucial nowadays where 
sustainability is becoming more and more important, both for 
consumers and firms [23]. 

NSGA-II also appeared to have a superior convergence 
behavior, consistently reaching optimal solutions in fewer 
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function evaluations. These findings suggest that the 
optimizer is not only effective but also computationally 
efficient, making it a very useful tool for firms looking to 
make their product lines more sustainable. 

Moreover, the practical implications of this study are 
important for firms in the food industry. For instance, products 
that are cosmetically flawed can be positioned within the 
market as sustainable choices for eco-conscious consumers. 
As a result, products that would have been wasted, turn into 
an opportunity for revenue for the firms. 

Additionally, the model’s ability to balance buyer’s 
welfare with profit offers a new path to marketing standards. 
By optimizing buyer’s welfare, firms can offer products that 
align with the high consumer demand for environmentally 
friendly practices. This shift can improve brand loyalty, 
enhance a firm’s reputation, and create new market 
opportunities [24]. 

While this study provides great insights for the 
optimization of product lines in the food industry with the use 
of the two objectives of buyer’s welfare and maximizing 
profit, future research could further enhance the model and its 
applications. For example, our model can be extended to other 
product categories beyond food. Many industries, including 
fashion, electronics, and cosmetics, face similar issues of 
waste due to strict marketing standards or consumer 
expectations [25]. Applying the optimization model in these 
sectors could offer valuable insights about how firms in other 
industries can also reduce waste while earning profits. 

Finally, while NSGA-II was found to be highly effective, 
there are other advanced recently developed optimization 
algorithms that could be explored in future research [26], [27], 
[28], [29]. Those techniques may offer even greater efficiency 
and accuracy in solving complex product line redesign 
problems.  
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Abstract— This study aims to quantify the correlation levels 

of wind and wave power for specified nearshore locations in the 

Eastern Mediterranean Sea. Correlation level between two 

energy sources is an important indicator of their ability as a 

hybrid working couple. ERA5 hourly dataset from the 

European Centre for Medium-Range Weather Forecasts 

(ECMWF) between the years 1959 and 2021 is used as the data 

source with the variables of 100 m altitude wind speed 

components and significant wave heights and periods of the 

surface waves. Three analysis locations are selected to 

investigate wind and wave power computed from the raw 

variables. Selected analysis locations included Northern Aegean 

Sea (P1), Southern Aegean Sea (P2), and the Levantine Basin 

(P3). Yearly and seasonal averages of wind and wave power are 

investigated. Statistical properties of time-series are 

investigated with average and 95% values, and bivariate 

histograms considering different magnitude classes for the two 

sources. The correlation analysis is carried out with both 

Pearson correlation coefficient (CC) and Kendall’s Tau CC with 

an aim of also comparing the two estimation methods. Among 

the selected locations, P2 has the highest potential of wind power 

with 416.3 W/m2 mean value and 1268.6 W/m2 95% value. The 

highest wave power potential is also obtained in P2 with nearly 

5 kW/m average and 17.6 kW/m 95% value. Pearson CC values 

are computed as 0.89, 0.84, and 0.76 for the analysis locations 

P1, P2, and P3, respectively. Kendall’s Tau CC values are 

computed as 0.68, 0.65, and 0.45 for the analysis locations P1, 

P2, and P3, respectively. This shows the highest correlation in 

the Northern Aegean Sea, with lower correlation values in the 

South. The differences between the two CCs are also revealed. 

Kendall’s Tau is always lower for the considered analysis 

locations between 23% and 41% difference comparing to the 

Pearson CC. These findings highlighted the differences between 

the regions in the Eastern Mediterranean in terms of wind and 

wave power and their correlation. 

Keywords— correlation, offshore energy, wind and wave 

hybrids 

INTRODUCTION 

The total energy consumption of the world was 24700 
TWh in 2021, representing a 6% over the previous year. This 
increase likely to be continued, which necessitates 
advancement on renewable sources, also considering their 
mitigating effects on the climate change [1]. The marine 
resources reported to be greater than that of land, with no 
limitation on development. The visual and acoustic impacts 
are lower, and there are possibilities to take advantage of the 
other marine resources in hybrid facilities. Offshore winds 
have greater potential because of the higher altitudes with 
greater wind speeds and less fluctuations. These advantages 
are promising for offshore energy to be an important candidate 
as an energy solution [2]. 

Integrating different renewable energy sources such as 
wind, wave, and solar could prove valuable for the world 
growing necessity for energy consumption. The combination 
of wave and wind is a promising solution, increasing 
accessibility for operation and maintenance tasks over 13% 
[3], protecting the floating system and its structures against the 
extreme events [4]. Hybrid energy platforms introduce 
benefits by the co-working ability of different renewable 
energy sources, but also necessitates the investigation of 
patterns about their behavior in a simultaneous manner. 

To that end, the assessment of complementarity between 
these sources is crucial for efficient energy generation. 
Assessing the correlation and complementarity between 
energy sources can help reduce variability and optimize 
energy output. This study evaluates the correlation levels 
between wind and wave energy in three selected locations in 
the Eastern Mediterranean Sea using one wind turbine and 
eight selected wave energy converter (WEC) couples. 
Additional analysis has been carried out about their potential 
and capacity factors (CFs) as well as the directionality of wind 
and wave energy potential. By quantifying the statistical 
characteristics and the correlation levels of the two sources, it 
is aimed to understand how well the wind and wave energy 
devices work with each other and how suitable are the selected 
locations for a hybrid configuration. 

METHODS 

Power Density 

The wind power (Pwind) per rotor area (W/m2) is calculated 

using the expression [5]: 

 
𝑃𝑤𝑖𝑛𝑑 = 0.5𝜌𝑎𝑖𝑟𝑊𝑆

3 (1) 

where ρair is air density and WS is the wind speed. A wind 

turbine with following working condition is used in this study: 

cut-in wind speed of WScut-in=3.5 m/s, cut-out wind speed of 

WScut-off=25 m/s, rated wind speed of WSrated=12 m/s, and a 

rotor diameter of 120 m. 

The offshore wave power (Pwave) is defined as the potential 

energy density per wave front (kW/m), and computed by the 

expression [6]: 
𝑃𝑤𝑎𝑣𝑒 = 0.5𝐻𝑠

2𝑇𝑒 (2) 

where Hs and Te show the significant height and the energy 

period of the ocean waves, respectively. 
The WECs selected in this study is given in Table 1 with 

their classification, structure, and rated power values. 
Necessary information is gathered from the study of [7] and 
[8]. Rated power values are used to normalize the average 
power values which will result in CF of the devices. 
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Table 1: The main features of the selected WECs 

No 
WEC 

Device 

Device Properties 

Classification/Energy 

Mode 
Structure 

Rated 

Power 

(kW) 

1 Pelamis Attenuator/Heave 

and sway 

Four-body 

floating 

750 

2 OE_buoy Oscillating water 
column/ Surge 

Single body 
floating 

2880 

3 AquaBuoy Point 

absorber/Heave 

Two-body 

floating 

250 

4 AWS Point 
absorber/Heave 

Two-body 
submerged 

2470 

5 SeaPower Attenuator/Pitch Two-body 

platform 

3587 

6 Wavebob Point 

absorber/Heave 

Two-body 

floating 

1000 

7 Pontoon Multiple point 

absorber/Heave 

Multibody 

floating 

3619 

8 Langlee Oscillating wave 
surge 

converter/Surge 

Semi-
submergible 

1665 

 

Correlation Coefficient (CC) 

Pearson CC is the division of the covariance between the 
two variables to the multiplication of standard deviations of 
each. The Pearson CC is defined by the following formulation: 

𝑅𝑥,𝑦 =

1
𝑁
∑ (𝑥𝑘 − 𝑥̅)
𝑁
𝑘=1 (𝑦𝑘 − 𝑦̅)

𝑠𝑥𝑠𝑦
 (3) 

where σ denotes the standard deviation. Kendall Tau’s CC is 
calculated using the formulation: 

𝜏 =
2

𝑛(𝑛 − 1)
(𝑁𝐶 −𝑁𝐷) (4) 

where NC and ND show the number of concordant and 
discordant pairs, respectively [8]. Correlation coefficients are 
presented for both raw time series, and the device time series 
where the actual energy production values are considered 
using the device working conditions of both wind turbine and 
WECs. 

Data Source 

The significant wave height of combined wind waves and 

swell, the mean wave period, and the 100-m hourly wind 

speed data are used from the ERA5 reanalysis dataset [9] 

between the years of 1959 and 2021. The length of the data 

ensures the time characteristics of the energy sources are well 

presented. 

STUDY AREA 

The analysis locations have been selected for the study 

(Fig. 1). Two of the locations situated nearshore in Northern 

Aegean Sea (P1) and Southern Aegean Sea (P2), where and 

one location is situated in the offshore area of Levantine Basin 

(P3). 

RESULTS ANS DISCUSSION 

Results are presented based on the power densities of both 

sources, dominant directions, capacity factors, and correlation 

coefficients using two methods. 

Power Density 

Power density values for both sources are investigated for 

analysis locations. Values in Fig. 2 represent raw values 

computed from the data source without considering the 

device properties. 

 
Figure 1: Study area, Aegean and the Eastern Mediterranean 

Sea 

 
 

Figure 2: Wind and wave power density values for analysis 

locations. 

 

The annual Pwind is calculated as 637 W/m2, 708 W/m2, and 

281 W/m2 for P1, P2, and P3, respectively. This shows that 

the analysis locations in the Aegean Sea have greater potential 

with the highest value in P2. The seasonal analysis in those 

locations showed that the average values are higher in winter, 

and lower in summer comparing to the annual values. The 

difference between the averages are higher in the winter 

comparing P1 and P2 with P3 which has lower Pwind. It is seen 

that the contribution of winter is greater in P1 to the annual 

average, where for P2, the contribution of spring and summer 

is higher. 

Pwave has relatively closer values comparing the analysis 

locations, ranging between 4.3 kW/m (P1) and 4.9 kW/m (P3). 

For wave climate, a different scheme is evident between the 

analysis points, since when the wind waves could find long 

distances to travel without breaking such as P3 located in an 

far offshore location comparing the others, they would 

produce higher waves. This can be seen from the winter 

season, where the highest Pwave is computed for P3 with 9.2 
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kW/m. It is also true for the waves that the average values are 

higher than the annual averages. 

The 2D histogram in Fig. 3 shows the most probable 

locations in the axial configuration where x axis shows Pwind 

and y axis shows Pwave. The analysis gives the opportunity of 

investigating the co-working capabilities of wind and wave 

power, and what are the magnitude pairs of wind and wave 

energy densities with corresponding probability values. 

In general, the occurrences below 3 kW/m for wave 

power density and below 300 W/m2 for wind power density 

have higher share in the two variable probability scenarios. 

For P1 and P2, lower extreme values are observed in the wave 

side, where the maximum value reaches to 200 kW/m. On the 

other hand, the maximum Pwave reaches over 400 kW/m. For 

wind power, the occurrences near the maximum value 12*103 

W/m2 have higher share in the time-series. 

 
Figure 3: 2D histogram of wind and wave power density values 

in the analysis locations. 

Capacity factors (CFs) 

CF analysis for the wind turbine and eight different WECs 

are given in Fig. 4. 

CF of the devices showed that the wind turbine has more 

capacity to benefit from the available source. The highest CF 

is calculated for P2, reflecting that the turbine has the greatest 

performance at the location. For the annual time-series, CF is 

0.4, 0.5, and 0.23 for P1, P2, and P3, respectively. The highest 

CF is calculated for P2 with 0.68 in the summer where the 

lowest value is calculated for P3 with 0.15 in the fall. 

The main results from the CF analysis for the WECs is 

that the devices have lower metric comparing to the wind 

turbine. Maximum value in the annual case is 0.07 achieved 

by Pelamis in P2 and P3. The WEC CF increases up to 0.13 

in the winter season for Pelamis in P3. In general, the lowest 

CF is computed for OE buoy and AWS WECs. 

 

 
Figure 4: Yearly and seasonal averages of CFs for the devices. 

Dominant wind and wave directions 

Wind and wave roses showing the dominant direction of 

the wind and wave climate is given in Fig. 5 for P1, in Fig. 6 

for P2, and in Fig. 7 for P3. 

The dominant direction with the highest probability is the 

same for wind and waves in the analysis locations. The 

dominant direction is Northeast for P1, Northwest for P2, and 

West-Northwest for P3. The maximum occurrence 

percentages for directions reach 24%, 34%, and 28% for 

winds, and 31%, and 30%, and 49% for waves, respectively 

for analysis locations P1, P2, and P3. This shows that the 

waves are less dispersed into directions in the offshore area 

P3. 
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The big majority of the time-series has wind speed values 

smaller than 30 m/s, and wave height values smaller than 8 

m. 

 

 
Figure 5: Wind and wave roses for analysis location P1. 

 

 

Figure 6: Wind and wave roses for analysis location P2. 

 

 
Figure 7: Wind and wave roses for analysis location P3. 

Correlation 

CC between the wind and wave power is computed using 

two methods of Pearson and Kendall’s Tau. The results are 

presented in Table 2 for analysis locations. In the table, raw 

data means the CC is calculated from the original ERA5 time 

series. Additionally, WECs are compared with the wind 

turbine considering the working conditions for both side. This 

analysis shows which WEC has the higher or lower 

correlation with the wind turbine. 

The most prominent result is that the raw data from the 

wind and waves exhibit higher correlation values. This is due 

to the fact that the waves considered here are wind waves and 

swell. However, possibilities occur about the co-working 

capability of the wind and waves, where the values are lower 

in the analysis of WECs. In the annual case, the Pearson CC 

is computed as 0.89, 0.84, and 0.76 for P1, P2, and P3 

respectively for the raw data. For the WECs, the higher 

correlation is computed for Langlee with 0.65 in P1, and the 

lower correlation is computed for Pontoon with 0.21 in P2. 

Between the two methods, Kendall’s Tau generally 

computed higher CCs for the WECs, and lower CCs for the 

raw data. In the annual case, the Kendall’s Tau CC is 

computed as 0.68, 0.65, and 0.45 for P1, P2, and P3 

respectively for the raw data. For the WECs, the higher 

correlation is computed for OE buoy and AquaBuoy with 

0.63 in P2, and the lower correlation is computed for Pontoon 

with 0.22 in P1. The results reflect that Pontoon has the 

lowest CC in the analysis locations showing possibility of 

complementarity when one of the energy sources can still 

provide power while the counterpart is not active.  
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Weaker seasonality is observed in the correlation analysis 

comparing to the power density and directionality analysis, 

and the values are relatively closer to their annual 

counterparts (Table 2). 
Table 2: Yearly and seasonal correlation coefficients for the 

devices based on two methods 
  Pearson Kendall’s Tau 

  P1 P2 P3 P1 P2 P3 

A
n

n
u

al
 

Raw data 0.89 0.84 0.76 0.68 0.65 0.45 

Pelamis 0.59 0.57 0.66 0.62 0.59 0.34 

OE_buoy 0.34 0.38 0.46 0.63 0.66 0.43 

AquaBuoy 0.58 0.58 0.62 0.63 0.66 0.44 

AWS 0.36 0.34 0.45 0.61 0.52 0.25 

SeaPower 0.48 0.48 0.59 0.19 0.34 0.26 

Wavebob 0.53 0.54 0.58 0.58 0.55 0.32 

Pontoon 0.22 0.21 0.54 0.22 0.35 0.31 

Langlee 0.65 0.62 0.48 0.58 0.55 0.33 

W
in

te
r 

Raw data 0.91 0.89 0.79 0.75 0.67 0.53 

Pelamis 0.65 0.66 0.72 0.70 0.61 0.46 

OE_buoy 0.38 0.46 0.50 0.72 0.68 0.49 

AquaBuoy 0.61 0.62 0.65 0.73 0.69 0.52 

AWS 0.42 0.43 0.51 0.67 0.50 0.32 

SeaPower 0.53 0.57 0.64 0.37 0.44 0.41 

Wavebob 0.56 0.61 0.61 0.68 0.59 0.45 

Pontoon 0.32 0.36 0.61 0.26 0.36 0.42 

Langlee 0.72 0.71 0.76 0.68 0.59 0.48 

S
p

ri
n

g
 

Raw data 0.87 0.85 0.70 0.64 0.59 0.43 

Pelamis 0.57 0.59 0.60 0.58 0.53 0.35 

OE_buoy 0.34 0.42 0.42 0.59 0.61 0.44 

AquaBuoy 0.58 0.61 0.57 0.60 0.62 0.45 

AWS 0.35 0.38 0.40 0.57 0.48 0.27 

SeaPower 0.47 0.50 0.54 0.13 0.25 0.22 

Wavebob 0.53 0.57 0.54 0.54 0.47 0.31 

Pontoon 0.18 0.24 0.48 0.20 0.33 0.32 

Langlee 0.63 0.64 0.64 0.54 0.47 0.31 

S
u

m
m

er
 

Raw data 0.85 0.86 0.63 0.68 0.70 0.36 

Pelamis 0.60 0.58 0.49 0.51 0.65 0.22 

OE_buoy 0.58 0.47 0.41 0.52 0.70 0.35 

AquaBuoy 0.70 0.70 0.57 0.52 0.70 0.37 

AWS 0.37 0.36 0.26 0.51 0.63 0.14 

SeaPower 0.40 0.44 0.46 -0.10 0.41 0.15 

Wavebob 0.60 0.58 0.48 0.50 0.64 0.22 

Pontoon -0.15 0.01 0.43 0.20 0.36 0.27 

Langlee 0.62 0.61 0.53 0.50 0.64 0.22 

F
al

l 

Raw data 0.91 0.90 0.76 0.73 0.71 0.42 

Pelamis 0.63 0.66 0.65 0.66 0.64 0.28 

OE_buoy 0.42 0.44 0.45 0.68 0.70 0.38 

AquaBuoy 0.63 0.69 0.62 0.68 0.70 0.39 

AWS 0.40 0.41 0.43 0.66 0.59 0.20 

SeaPower 0.51 0.56 0.59 0.23 0.33 0.19 

Wavebob 0.61 0.63 0.58 0.64 0.59 0.25 

Pontoon 0.16 0.21 0.52 0.21 0.35 0.23 

Langlee 0.69 0.70 0.69 0.64 0.59 0.26 

 

CONCLUSION 

In this study, several aspects of wind and wave energy 

potential in the Eastern Mediterranean Sea is investigated in 

three analysis locations. The purpose of the study was to 

investigate the renewable sources in terms of energy potential 

and CFs and investigate the directional statistics of the two 

sources. The main and highlighted part of the study is the 

analysis of correlation between the wind and wave power 

using two methods of Pearson and Kendall’s Tau. 

Up to 930 W/m2 wind power potential and 7.3 kW/m 

wave power potential can be achieved according to the 

seasonal analysis in the analysis locations. The results 

showed that wind turbine has higher CFs up to 0.5 in the 

annual case. On the other hand, WECs have lower values 

where the maximum CF is computed as 0.13 in the winter 

season for Pelamis in P3. The dominant directions of the wind 

and wave showed similarity. The prevailing direction from 

the statistical analysis resulted that Northeast is dominant for 

P1, Northwest is dominant for P2, and West-Northwest is 

dominant for P3. Correlation levels between the wind and 

wave power have found to be higher between the time series 

of wind and wave power up to 0.89. The device limitations 

are considered in the correlation analysis to highlight which 

device couple could be more operationally viable in a hybrid 

configuration. The comparison of wind turbine with eight 

different WECs showed that the higher correlation is 

computed for Langlee with 0.65 in P1, and the lower 

correlation is computed for Pontoon with 0.21 in P2. It is 

evaluated that lower CC values might reflect possibility of 

complementarity when one of the energy sources can still 

provide power while the counterpart is not active. 
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Abstract— This article analyzes technical efficiency, by 

sector of activity in Portugal, over the last two decades, taking 

as reference the value of electricity consumption and the gross 

value added by sector of activity. Applying the concept of the 

Production Possibilities Frontier, the non-parametric Data 

Envelopment Analysis method, an approach to mathematical 

programming, is used to calculate the technical efficiency of 

each sector under analysis for the years 2002, 2012 and 2022. 

The analysis interspersed with these 3 years allows us to have an 

evolutionary view by sector from the point of view of technical 

efficiency over the last 20 years. Seven sectors of activity are 

analyzed: Agriculture, animal production, hunting, forestry and 

fishing; Extractive industries; Manufacturing industries; 

Construction; Wholesale and retail trade; Transport and 

storage; Accommodation, catering and similar. The study 

demonstrates that there are large variations in technical 

efficiency between sectors, with only one being considered 

efficient in the periods analyzed. It is also concluded that there 

are variations in technical efficiency for the 3 periods analyzed 

by sector and for the average technical efficiency. Surprisingly, 

the values indicate a decrease in average values from 2002 to 

2012 and to 2022, which in turn determines that these sectors 

should be analyzed and try to understand what is happening, 

especially in relation to productivity values. For the amounts of 

electrical energy consumption, the wealth created by sector 

should be greater or for the values of wealth creation presented, 

the sectors should consume less electrical energy. This means 

that an increase in energy consumption cannot always lead to an 

increase in economic growth, despite the existence of a causal 

relationship between economic growth and energy consumption 

being recognized. In this study, it is not intention to obtain the 

definition of strategies through the DEA method and, therefore, 

it mainly constitutes a diagnosis, from which benchmarking 

practices could be developed, placing sectoral innovation at the 

center of the issue because the variation of technical efficiency is 

closely associated with the introduction of innovation. 

Keywords— Electricity Consumption; Technical Efficiency 

Energy Sustainability and Industrry Productivity 

 

INTRODUCTION 

This article analyzes technical efficiency (TE), by sector of 

activity in Portugal. TE calculation has been widely applied 

in several studies, constituting a useful measure to improve 

performance [1,2]. In this study TE is calculated for 3 

periods, the years of 2002,2012 and 2022. A relationship is 

assumed between electrical energy consumption and value 

added by sector of activity. The analysis allows us to have an 

evolutionary view by sector from the point of view of 

technical efficiency over the last 20 years. Seven sectors of 

activity are analyzed: Agriculture, animal production, 

hunting, forestry and fishing; Extractive industries; 

Manufacturing industries; Construction; Wholesale and retail 

trade; Transport and storage; Accommodation, catering and 

similar. Efficiency can be defined as the maximum result 

obtained according to the factors employed, or the ability of 

a production unit to use the inputs in an optimal ratio while 

minimizing costs [3,4]. These two definitions coexist and 

form the so-called economic efficiency [5]. In other words, it 

is more efficient who can produce more for less[6]. And TE 

can influence the level of productivity. But without a frontier 

function we are unable to measure efficiency [7]. In this work 

we are going to apply the Data envelopment analysis (DEA). 

Data envelopment analysis evaluates the performance of a set 

of peer entities called decision-making units (DMU) which 

convert multiple inputs into multiple outputs [8]. Through 

DEA it is possible to generate a single performance indicator 

for each DMU, from the ratio between the weighted inputs 

and outputs. The remainder of this paper is organized as 

follows. Section II presents the contextual setting. Section III 

details the methodology. Section IV presents results and 

conclusions. 

ENERGY SUSTAINABILITY AND INDUSTRRY PRODUCTIVITY 

[9] assert that the impact of climate change underscores 
the necessity for sustainable development. To meet the needs 
of future generations, resources must be managed within a 
circular economy rather than the traditional linear approach. 
Integrating energy, water, and environmental systems is 
crucial to curb resource overexploitation. [10] believe that 
public investment in transformative energy solutions has 
grown gradually, but energy policy is increasingly adopting 
an urgent approach. Trends such as decentralization, 
digitalization, and heightened concern about the climate 
crisis are driving more ambitious programs for energy system 
transformation. [11] highlight the positive relationship 
between renewable energy consumption and economic 
growth, suggesting that energy policies promoting renewable 
energy will benefit both the economy and environmental 
quality. [12] argue that the transition from natural to 
renewable and sustainable resources must be carefully phased 
and strategically implemented to avoid market disruption. 
The future of the energy industry depends on policy reform, 
prioritizing the halt of new site exploration and the shift 
towards renewable energy. [13] assert that logistics decisions 
significantly affect carbon emissions, contributing to global 
warming. The findings reveal that reducing emissions from 
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the cost-optimal solution is often expensive compared to 
current carbon market prices. However, emissions can be 
reduced most cost-effectively in scenarios where emissions 
are high relative to costs, which are typically considered sunk 
due to past investments. [14] state that most control centers 
worldwide do not perform dynamic contingency analysis in 
real-time due to high computational requirements. The 
proposed cache energy saving approach can lower energy 
dissipation, leading to increased supply efficiency. [15] 
propose a centralized DEA approach to determine efficient 
operating points for multiple plants within an organization, 
based on aggregate production targets. The study shows that 
emissions reductions achieved through centralized 
production planning are greater than those possible when 
individual plants set their own production plans. [16] argues 
that a just transition can drive economic growth, social 
transformation, and sustainable land use if public institutions 
engage investors responsibly. An ex-ante impact assessment 
is needed to ensure long-term profitability, secure jobs, and 
green innovation. [17] stated that the energy system is not 
isolated but is always interconnected with social, economic, 
and ecological systems. The shift towards renewable energy 
sources necessitates a profound transformation of the entire 
energy system, with significant social, economic, and 
ecological consequences that extend far beyond the energy 
sector. 

[18] argues that access to energy is one of the most 
binding constraints on firms' business operations and growth. 
Some firm-specific characteristics, such as the sector of 
activity, export status, and location of operations, appear to 
be consistently associated with firms' energy constraints. 
Others, such as firms' age, size, and legal status, tend to be 
less consistent in their direction of influence. Moreover, 
foreign and government ownership of firms appears to be a 
broadly consistent predictor of energy constraints in most 
models analyzed. Overall, the results imply that developing a 
policy to improve firms' access to energy in developing 
countries requires considering both firm-specific and 
country-level factors. Finally, policy considerations will need 
to be made in accordance with the level of development in 
each country. [19] stated that, in general, all companies can 
reduce electricity consumption and improve energy 
efficiency (e.g., by installing solar panels on company 
buildings); enhance water efficiency (e.g., through green 
roofs, efficient devices and products, and hot water 
circulation and return); implement proper recycling practices 
and encourage all employees to participate diligently; and 
minimize material waste. [20] found that when companies 
view energy efficiency as strategic, they tend to implement 
stronger energy management. Additionally, the more a 
project is considered strategic, the less restrictive financial 
selection criteria become. This highlights the dominant role 
of strategic considerations over financial logic in investment 
decision-making. [21] found that firms receiving support for 
reducing energy consumption also tended to become more 
productive. Upon closer examination, this positive impact 
was mediated by spatial processes. Firms that were connected 
to competitors through selective long-distance cooperation 
networks, were closer to competitors' industrial 
specialization, and were located in areas with similar social 
capital, tended to experience a higher positive impact. [22], 
using firm-level panel data from the World Bank Enterprise 
Survey and controlling for firm, industry, and country 
heterogeneity, investigated the relationship between energy 
efficiency and firm-level productivity in a comparative study 
worldwide. Their findings revealed a positive relationship 

between alternative measures of energy efficiency and firm-
level productivity. This result proved to be robust to different 
specifications and sensitivity analyses, although they 
identified some heterogeneity by firm size, industry, and 
geographical regions. 

METHODOLOGY 

The objective of the DEA method is to analyse the relative 
efficiency of homogeneous DMU’s. The DEA method covers 
several models, and their classification is primarily based on 
the type of returns to scale and orientation used [3,15]. When 
the objective is to reduce inputs to improve efficiency, the 
DEA model assumes an input orientation. In this case the 
objective is to calculate the proportion to which the inputs can 
be reduced by maintaining the same production [24]. One 
component of efficiency is TE, wich reflects the ability of a 
firm to obtain maximal output from a set of inputs [23]. An 
input orientation assumes that managers have more control 
over production factors. In this study we are going to apply a 
DEA - input-oriented model. The aim of this technique is to 
define a frontier envelopment surface for all sample 
observations, which is determined by those units that lie on it, 
in this case the efficient sectors, and the sectors that do not lie 
on that surface are considered inefficient [3,24]. Through 
DEA it is possible to generate a single performance indicator 
for each sector, from the ratio between the weighted inputs and 
outputs. It is also possible to compare the resources used with 
the results obtained by each of the sectors, identifying those 
with the best performance and which are a reference for the 
other units [24]. This allows DEA to be defined as a 
benchmarking technique and a way for the inefficient units to 
improve their performance [4]. An intuitive way to introduce 
the model is to present it in fractional form [3]. Given a 
homogeneous set of N DMU´s, observations for M inputs and 
S outputs, the information for the jth firm is represented by the 
column vectors xj and yj. The input matrix MxN, X, and the 
output matrix SxN, Y, represent the total observations for all 
N DMU's. For each DMU the objective is to obtain a measure 
of the fraction of all outputs over all inputs: 

            𝑀𝑎𝑥𝑤𝑟𝑍𝑖 𝐻0 =   
∑ 𝑤𝑟𝑦𝑟𝑜
𝑠
𝑟

∑ 𝑧𝑖𝑥𝑖𝑜
𝑚
𝑖

 (1) 

Subject to:  

∑ 𝑤𝑟𝑦𝑟𝑗
𝑠
𝑟  

∑ 𝑧𝑖𝑥𝑖𝑗
𝑚
𝑖

 ≤ 1      𝑗 = 1,… ,  𝑁 
(2) 

 

  

  𝑤𝑟 , 𝑧𝑖 > 0  𝑟 = 1,  … , 𝑆  𝑖 = 1,  … ,𝑚 

 

(3) 

Considering: 

y = outputs.  

x = inputs.  

and w, z = weightings. 

For the data we utilize one output and one input for the 
seven analyzed sectors. The analysis carried out was for 3 
periods: 2002, 2012 and 2022. The output used is: Gross value 
added of companies by sector of activity. The input used 
is:Electricity consumption by sector of activity. 
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Table 1 presents the output and input values for the 
different sectors. 

Table 1: Output and input values 

 
Source: PorData 

 

The next section presents the results. 

RESULTS AND CONCLUSIONS 

The study demonstrates that there are large variations in 
technical efficiency between sectors, with only one being 
considered efficient in the periods analyzed. 

It is also concluded that there are variations in technical 
efficiency for the 3 periods analyzed by sector and for the 
average technical efficiency. 

Surprisingly, the values indicate a decrease in average 
values from 2002 to 2012 and to 2022, as observed in table 2, 
which in turn determines that these sectors should be analyzed 
and try to understand what is happening, especially in relation 
to productivity values. 

Table 2: Technical Efficiency 
Sector 2002 2012 2022 

Agriculture, animal production, hunting, 

forestry and fishing 

      

0.331 

      

0.212 

      

0.113 

Extractive industries       

1.000 

      

1.000 

      

1.000 

Manufacturing industries       

0.043 

      

0.044 

     

0.032 

Construction       

0.147 

      

0.168 

      

0.199 

Wholesale and retail trade       

0.095 

      

0.085 

      

0.061 

Transport and storage       

0.208 

      

0.247 

      

0.205 

Accommodation, catering and similar       

0.774 

      

0.529 

      

0.250 

Mean 0,371 0,326 0,266 

 Source:Authors 

  

For the Gross value added presented, the sectors should 
consume less electrical energy. 

This means that an increase in energy consumption cannot 
always lead to an increase in economic growth, despite the 
existence of a causal relationship between economic growth 
and energy consumption being recognized. 

In this study, it is not intention to obtain the definition of 
strategies through the DEA method and, therefore, it mainly 
constitutes a diagnosis, from which benchmarking practices 
could be developed, placing sectoral innovation at the center 

of the issue because the variation of technical efficiency is 
closely associated with the introduction of innovation. 

In the future, this study could be more in-depth and include 
a more detailed analysis by sector of activity, but as 
mentioned, it is only a diagnosis. 
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Abstract— The study examines the economic analysis of a 

new gas-fired power plant in Uzbekistan, comparing it with 

similar projects in Europe using data from the Danish Energy 

Agency. It aims to aid decision-making for entrepreneurs by 

analyzing different scenarios, including the choice between new 

and second-hand machinery, using the Levelized Cost of 

Electricity (LCOE) as a key metric. The study highlights the 

stability of Uzbekistan’s natural gas market, making it an 

attractive investment option, while Europe is shifting towards a 

mix of renewable energy and gas plants for grid balancing. It 

suggests that Uzbekistan can continue to leverage its natural gas 

reserves for stable energy production but should consider 

diversifying into renewables to align with global energy trends 

and enhance energy security. 

Keywords—energy transition, Europe, LCOE, natural gas, 

power plant 

INTRODUCTION  

Electricity generation remains a key area for large-scale 
investment, driven by the rising global demand for energy. In 
rapidly developing economies, investments in energy projects 
are especially appealing due to their significant growth in 
energy needs, whereas developed countries have shifted their 
focus toward renewable sources like wind, solar, and hydro, 
along with natural gas for electricity generation [1]. However, 
constraints in natural gas supply have recently forced these 
countries to explore alternative energy solutions [2]. Despite 
the advantages of renewable energy—such as zero emissions 
and independence from fossil fuels—challenges like 
geographical dependency, seasonality, and the need for 
substantial land and storage solutions persist [3], [4]. 
Consequently, the transition away from fossil fuels has been 
gradual, with natural gas often serving as a bridge in this 
energy transition [5]. 

In developing economies, natural gas remains crucial for 
electricity generation due to its cost-effectiveness and 
flexibility, particularly in small-scale systems using gas 
engines [6]. Domestic natural gas resources help these 
countries mitigate risks associated with fuel imports, while 
Power Purchase Agreements (PPAs) with foreign investors 
assist in managing operational challenges [7]. For companies 
entering such agreements, thorough feasibility studies that 
include detailed financial analyses are essential for ensuring 
profitability [8]. Utilizing second-hand gas engine equipment 

can lower initial capital expenditures under PPAs, but this 
requires rigorous technical and economic assessments to 
ensure long-term viability [9]. Furthermore, maintaining 
system reliability is vital for meeting PPA requirements, as it 
directly impacts the stability of electricity generation [10]. 

The use of second-hand machinery in industrial settings 
has been studied extensively, showing that it can improve 
technical efficiency in emerging economies [10]. For instance, 
Laborda Castillo et al. (2012) found that second-hand 
equipment's efficiency is influenced by wage levels [10]. 
Other studies have highlighted the importance of technical and 
economic evaluations when considering surplus equipment 
[11], [12]. While second-hand machinery can be beneficial in 
reducing capital costs, new machinery often provides better 
reliability and lower failure rates, especially in the initial 
years, adding a layer of security for investors [9]. Thus, 
assessing the technical suitability, cost-effectiveness, and 
energy efficiency of second-hand equipment is critical for 
decision-making in industrial projects, particularly in regions 
with evolving energy landscapes [13]. 

 

LITERATURE 

Maintaining the Integrity of the Specifications (Heading 2) 

Uzbekistan's energy sector is heavily dependent on natural 
gas, which accounts for over 85% of its total energy supply 
and electricity generation [14]. The country, which produced 
approximately 65,000 GWh of electricity from natural gas by 
2019, remains one of the world's largest natural gas producers 
[15]. Despite facing a decline in reserves due to the global 
economic crisis and a reduction in production, Uzbekistan has 
since increased its natural gas output through infrastructure 
modernization and new projects [16]. The government aims to 
halt natural gas exports by 2025 to focus on domestic 
consumption and petrochemical production, aligning with 
plans to diversify the energy mix and improve energy security 
[17]. 

Uzbekistan’s renewable energy potential is significant, 
particularly in solar and wind power, which are central to its 
strategy for reducing dependence on fossil fuels [18]. The 
country has set ambitious targets for expanding renewable 
energy capacity, which could reshape its energy landscape in 
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the coming decades. Estimates suggest that the technical 
potential of solar energy alone could exceed the current energy 
demand by a factor of four, making it a viable option for the 
country's energy transition [19]. However, challenges such as 
the need for backup power systems during periods of low solar 
activity and the country's increasing energy demand remain 
critical considerations [20]. 

In contrast, Europe is a leader in the global energy 
transition, with a well-developed framework for reducing 
carbon emissions and promoting renewable energy. The 
European Union's Green Deal aims to make Europe the first 
climate-neutral continent by 2050, driving significant 
investments in renewable energy, energy efficiency, and low-
carbon technologies such as hydrogen and carbon capture and 
storage (CCS) [21]. Europe's energy transition policies are 
backed by stringent regulations, making it a model for 
decarbonization efforts worldwide [22]. Additionally, 
technological advancements have allowed European countries 
to integrate large-scale renewable energy projects into their 
energy grids, further decreasing dependence on fossil fuel-
based power generation [23]. The adoption of CCS 
technologies in Europe, for example, has enabled coal-fired 
power plants to compete with natural gas plants in terms of 
LCOE, even when emission reductions are considered [24]. 

This comparative analysis aims to highlight the 
differences in cost-effectiveness, advantages, and challenges 
faced by each region. While Europe benefits from advanced 
technology and supportive policies for renewable energy, 
Uzbekistan's abundant natural gas reserves provide a 
competitive advantage in fossil fuel-based power generation 
[25]. The study also considers future energy transition 
scenarios for Uzbekistan, exploring how changes in policy, 
technological advancements, and economic factors might 
shape the role of natural gas and internal combustion gas 
engine power plants [26]. The findings are expected to offer 
valuable insights for policymakers, industry stakeholders, and 
researchers, informing energy infrastructure investments and 
strategies that balance economic growth with environmental 
sustainability [27]. 

METHODOLOGY 

The Levelized Cost of Electricity (LCOE) is a commonly 
used metric to evaluate the cost-effectiveness of power 
generation technologies over their lifespans. According to the 
International Energy Agency (IEA) in their Projected Costs of 
Generating Electricity report, the LCOE formula is generally 
expressed as follows [28]: 

 

𝐿𝐶𝑂𝐸 = 𝑃𝑀𝑊ℎ =
∑(𝐶𝑎𝑝𝑖𝑡𝑎𝑙𝑡+𝑂&𝑀𝑡+𝐹𝑢𝑒𝑙𝑡+𝐶𝑎𝑟𝑏𝑜𝑛𝑇+𝐷𝑡)∗(1+𝑟)

−𝑡

∑𝑀𝑊ℎ(1+𝑟)−𝑡
     (1) 

                                                    

Where; 

 

PMWh = The constant lifetime remuneration to the supplier 
for electricity; 

MWh = The amount of electricity produced annually in in 
MWh; 

(1+r)-t = The real discount rate corresponding to the cost 
of capital; 

Capitalt = Total capital construction costs in year t; 

O&Mt = Operation and maintenance costs in year t; 

Fuelt = Fuel costs in year t; 

Carbont = Carbon costs in year t; 

Dt = Decommissioning and waste management costs in 
year t. 

 

Parameters 

a. Lifetime 

The expected lifetime of a power generation asset varies 
significantly across different technologies. Each technology 
type has its own physical constraints, maintenance 
requirements, and economic considerations that affect the 
feasible operational lifespan.  

The lifetime parameter (n) appears in both the numerator 
(costs) and the denominator (electricity generated). Therefore, 
extending the lifetime of a plant allows the total costs, 
especially capital expenditures, to be amortized over a longer 
period, lowering the overall LCOE. Conversely, a shorter 
lifetime increases the LCOE because the same amount of 
capital must be recovered over fewer years of electricity 
production [29]. 

b. Discount rate 

The discount rate is a fundamental factor in the economic 
evaluation of natural gas plants, as it accounts for the time 
value of money, reflecting how future cash flows are valued 
in present terms. It incorporates several key components, 
including the cost of capital, inflation, and the risk factors 
specific to the project. The selection of an appropriate 
discount rate is critical for accurately discounting future 
operational costs and revenues, ensuring that the Net Present 
Value (NPV) of the plant’s economic performance is properly 
assessed. 

The discount rate (r) is used to determine the present value 
of both costs and revenues over the plant’s operational 
lifespan. A higher discount rate typically results in a lower 
present value for future cash flows, reflecting higher project 
risk or opportunity cost, while a lower discount rate implies 
more conservative assumptions regarding risk and cost of 
capital. 

c. Capacity 

Capacity modeling is critical for assessing the maximum 
electricity output that a power plant can achieve. This 
encompasses both installed capacity, which represents the 
theoretical maximum output, and actual operational capacity, 
which accounts for factors such as downtime for maintenance 
and other inefficiencies. The capacity factor, defined as the 
ratio of actual output to installed capacity expressed as a 
percentage, offers valuable insights into the plant's 
performance over time. 

In this analysis, the power plant's capacity is assumed to 
be 240 MW, with a capacity factor of 85%, as referenced in 
the 2020 Projected Costs of Generating Electricity Report by 
the International Energy Agency (IEA) [28]. This capacity 
factor reflects the operational realities of the plant, excluding 
internal electricity consumption. 

d. Total capital construction cost 

The capital construction cost covers all expenses related to 
building the plant. This includes the costs of purchasing and 
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installing equipment, civil engineering works, labour, and any 
required permits or licenses. These costs are typically incurred 
upfront and can represent a significant portion of the total 
investment in the plant. Accurate modelling of these costs is 
essential for financial planning and securing funding. 

In this input a general investment cost has considered 
according to Danish Energy Agency Technology Data 
catalogue [30]. Normally for more sensitive cases this input 
should be divided many sub inputs. It will be more beneficial 
if investment costs include direct construction costs plus pre-
construction costs. Pre-construction costs can be express in 
terms of licensing, environmental testing, administrative costs 
etc. Total capital construction costs have taken as 1M€/MW. 
This cost calculated as investment cost, and it is assumed that 
all other specific costs included. 

e. Operation and maintenance cost 

Operation and maintenance (O&M) costs encompass the 
ongoing expenses necessary to keep the plant operational. 
These include routine maintenance, repairs, staff salaries, and 
administrative expenses. Proper modelling of O&M costs 
ensures that the plant operates efficiently and helps in 
budgeting for long-term operations. 

O&M costs include yearly planned maintenance and 
resting operational costs. In this study variable O&M costs 
taken into fixed O&M costs since variable O&M costs does 
not affect too much to the results. The total O&M costs taken 
as 10 (USD/MWh) [31]. 

f. Fuel cost 

Fuel costs are a major component of the total operating 
expenses for a natural gas plant. The cost of natural gas can be 
highly variable, influenced by market dynamics, geopolitical 
factors, and supply-demand balances. This section includes 
price forecasts for natural gas, incorporating historical data, 
current market trends, and future projections. Accurate fuel 
cost modelling is crucial for estimating the plant’s operating 
expenses and overall economic performance. 

g. Decommissioning and waste management cost 

At the end of a power plant’s operational lifetime, it 
becomes necessary to dismantle the plant, a process known as 
decommissioning. This involves a comprehensive set of 
activities aimed at safely deconstructing the plant's 
infrastructure and ensuring that the site is restored to a 
condition that meets environmental and regulatory standards. 
If deemed viable and economically beneficial, parts of the 
plant or the entire facility may also be relocated to a different 
location for further use. 

The cost of decommissioning encompasses the total 
expenses associated with the dismantling process. This 
includes the physical deconstruction of plant structures, the 
removal and disposal of hazardous materials, site remediation, 
and administrative costs. Additionally, the decommissioning 
cost calculation accounts for any salvage value or residual 
value of the plant components, which can be offset against the 
total expenses. Residual value refers to the remaining value of 
plant equipment and materials that can be sold or reused after 
decommissioning. 

RESULTS 

The study analyzes three scenarios for Europe, each 
reflecting different levels of commitment to carbon reduction 
and sustainability. It explores how varying policies, 
technological advances, and socio-economic factors impact 

energy use and emissions. The results highlight the 
effectiveness of carbon pricing, renewable energy integration, 
and energy efficiency measures, showing how countries can 
use these tools to meet carbon reduction goals. 

In contrast, Uzbekistan lacks clear carbon reduction 
targets, so the analysis is based on existing policies. This 
reveals the challenges of countries without firm climate 
commitments and underscores the need for a strategic 
framework to adopt more ambitious climate actions. 

Overall, the study stresses the importance of 
comprehensive policy frameworks, international 
collaboration, and adaptable strategies to achieve meaningful 
carbon reduction. It aims to guide policymakers and 
stakeholders in navigating the complexities of carbon 
reduction on regional and global scales. 

Results based on STEPS for Europe 

In the first scenario, an insignificant increase in LCOE 
values is observed between the years 2030 and 2050 across all 
three discount rates. This trend can be attributed to the 
relatively stable projections for both carbon and fuel prices 
over this period. The stability of these input costs implies that 
the primary drivers of LCOE remain consistent, resulting in 
minimal fluctuations in the calculated values. 

 

 
 

Figure 1. LCOE values based on STEPS 

 
By applying these discount rates, the analysis provides a 

comprehensive view of how changes in economic conditions 
could impact the LCOE. However, due to the stable nature of 
fuel and carbon prices in this scenario, the variations in LCOE 
across different discount rates are relatively minor. 

The findings from this analysis highlight the importance 
of fuel and carbon price stability in maintaining predictable 
and manageable electricity generation costs. The minor 
increase in LCOE between 2030 and 2050 suggests that, under 
the assumptions of STEPS, natural gas-fired power plants will 
continue to offer a relatively stable cost structure, even as the 
energy landscape evolves. 

 

Results based on APS for Europe 

In this scenario, carbon prices have been sourced from the 
DNV Energy Transition Report 2022, which forecasts carbon 
prices to reach approximately 130 USD/tonne by 2050. This 
significant rise in carbon prices is a critical factor in the 
economic evaluation of electricity generation costs. For fuel 
prices, data has been taken from the IEA World Energy 
Outlook 2022 report, ensuring that the most recent and 
relevant market conditions are incorporated into the analysis. 
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Figure 2. LCOE values based on APS 

 

The results of this scenario highlight the critical 
importance of accelerating the transition to renewable energy 
sources, such as wind, solar, and hydropower, which are not 
only environmentally sustainable but also increasingly cost-
effective. Furthermore, the integration of advanced carbon 
mitigation technologies, such as carbon capture, utilization, 
and storage (CCUS), will be essential in maintaining the 
economic feasibility of gas-fired power plants in the face of 
rising carbon costs. Without such measures, the financial 
burden imposed by escalating carbon prices may render 
traditional gas-fired generation less competitive in the future 
energy market. 

In light of these challenges, a well-balanced and forward-
thinking energy strategy must prioritize investment in 
renewable energy infrastructure, alongside the development 
of cutting-edge carbon mitigation solutions. This dual 
approach will be essential to ensuring a reliable and affordable 
supply of electricity while meeting the pressing need to 
mitigate climate change and reduce carbon emissions. As the 
energy landscape evolves, the ability to adapt to changing 
economic and environmental conditions will be key to 
securing a sustainable and economically viable energy future. 

 

Results based on NZES for Europe 

In this scenario, carbon prices emerge as a critical factor 
influencing the economic feasibility of energy technologies. 
The scenario assumes a significant phasing out of fossil fuels, 
which is expected to drive down the prices of these fuels due 
to reduced demand. However, this transition away from fossil 
fuels is accompanied by a substantial increase in carbon 
prices, as highlighted in the International Energy Agency's 
(IEA) World Energy Outlook 2022 report. 

 

Figure 3. LCOE values based on NZES 

 

This passage discusses the economic impact of carbon 
pricing on fossil fuel-based power generation, focusing on its 
effect on the Levelized Cost of Electricity (LCOE). As carbon 
prices rise, the LCOE for gas-fired and other fossil fuel power 
plants increases, making them less competitive compared to 

renewable energy sources. This trend is particularly evident in 
advanced economies with stringent carbon regulations, where 
the elevated costs are expected to drive a shift towards cleaner 
energy alternatives. 

Although declining demand for fossil fuels may initially 
lower fuel prices, the overall increase in carbon costs keeps 
the LCOE of fossil fuel technologies high, challenging their 
long-term economic viability. This transition emphasizes the 
importance of investing in renewable energy infrastructure, 
both to ensure economic sustainability and to align with global 
climate goals. It also creates opportunities for innovation and 
job creation in green industries. 

Overall, the analysis highlights the critical role of carbon 
pricing and market dynamics in shifting the energy sector 
towards renewables, signifying a broader transformation in 
energy production and consumption. This change is essential 
for achieving a sustainable energy future in the face of 
evolving regulatory frameworks and climate imperatives. 

 

Results based on NZES for Europe 

This section analyzes the Levelized Cost of Electricity 
(LCOE) for gas-fired power plants in Uzbekistan, highlighting 
the country's competitive advantage in power generation. 
Construction costs for new power plants in Uzbekistan are 
lower compared to Europe, driven by unique local factors. 

Key among these is the absence of strict emissions targets 
or net-zero commitments, reducing the need for costly 
investments in emission reduction technologies. This 
regulatory environment helps maintain stable operational 
costs for power plants through 2050, making the transition to 
cleaner energy less urgent and financially demanding. 

Additionally, Uzbekistan's substantial natural gas reserves 
play a pivotal role. These reserves support low fuel costs for 
electricity generation, allowing the country to leverage its 
resources to maintain a competitive LCOE. The reliance on 
domestic natural gas reduces vulnerability to global fuel price 
fluctuations, further bolstering the economic feasibility of gas-
fired power generation. 

Overall, Uzbekistan's low LCOE for gas-fired plants is 
driven by minimal regulatory burdens, stable operational 
costs, and abundant natural gas. These factors create a 
conducive environment for investment in gas-fired energy, 
making Uzbekistan an attractive market for power generation 
projects. 

 

 

Figure 4. LCOE values based on Current Uzbek Policies 

 

Overall, the findings underscore the substantial cost 
benefits associated with new gas-fired power plants in 
Uzbekistan when compared to their European counterparts. 
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They emphasize the crucial role that local resource 
availability, regulatory frameworks, and government policies 
play in shaping the economic performance of energy 
infrastructure projects. 

This analysis highlights not only the attractiveness of 
investing in Uzbekistan's gas-fired power sector but also the 
broader implications for regional energy dynamics. As 
countries strive for energy security and affordability, 
Uzbekistan’s advantageous position may serve as a model for 
other nations seeking to optimize their energy production 
capabilities while navigating the complexities of global 
energy markets. Moreover, the continued development of gas-
fired power plants can contribute to a balanced energy 
portfolio that supports both economic growth and 
sustainability objectives in the region. 

 

CONCLUSION 

In Europe, a gradual phase-out of fossil fuels is 
anticipated, with a growing emphasis on renewable energy 
investment as stricter carbon pricing and environmental 
regulations drive up the costs of natural gas. By 2050, gas-
fired power plants are expected to serve primarily as backup 
sources to stabilize grids as renewable energy sources, such as 
wind and solar, become the primary generators. To ensure grid 
reliability amidst this transition, Europe must invest in 
advanced energy storage technologies like batteries and 
pumped hydro storage, which can manage the intermittent 
nature of renewables. This shift to renewables also aims to 
reduce Europe's exposure to geopolitical risks and stabilize 
energy prices. 

The successful transition in Europe will require cohesive 
policy efforts, industry collaboration, and consumer support. 
Governments need to promote renewable energy deployment 
and enhance grid infrastructure to support the increasing share 
of renewables. A balanced energy mix, with significant 
renewable capacity and gas-fired plants for backup, will help 
Europe achieve its sustainability and economic stability goals 
while maintaining energy security. 

In contrast, Uzbekistan's energy landscape is shaped by its 
strategic location in Central Asia and abundant natural gas 
reserves. Its relatively stable fuel prices and predictable 
investment environment make it an appealing market for 
energy projects, especially in the natural gas sector. 
Uzbekistan's reliance on its domestic gas reserves allows it to 
maintain an affordable and reliable energy supply, making it 
less vulnerable to global price fluctuations. 

However, to align with global energy transition trends, 
Uzbekistan should gradually diversify its energy mix by 
investing in renewable energy sources like solar, wind, and 
hydropower. This shift would help reduce its carbon footprint, 
stimulate economic growth, and reduce dependency on fossil 
fuels. Such diversification would also position Uzbekistan 
favorably in the international energy market and enhance its 
energy security. 

In conclusion, while Europe focuses on expanding 
renewable energy capacity and integrating storage solutions to 
phase out fossil fuels, Uzbekistan leverages its natural gas 
reserves to maintain energy reliability. Yet, both regions share 
a common goal of moving toward a sustainable and resilient 
energy future. This alignment opens opportunities for 

cooperation, knowledge exchange, and investments, 
ultimately contributing to a more stable global energy 
landscape. 

 

REFERENCES 

 

[1] International Energy Agency, World Energy Outlook 2021, 2021. 
[2] BP, Statistical Review of World Energy 2022, 2022. 
[3] C. Denholm and R. M. Margolis, “Evaluating the limits of solar 

photovoltaics (PV) in traditional electric power systems,” Energy Policy, 
vol. 36, no. 9, pp. 3531-3543, 2008. 

[4] V. Smil, Energy and Civilization: A History, MIT Press, 2017. 
[5] B. K. Sovacool, A. Hook, M. Martiskainen, and A. Brock, “The 

decarbonisation divide: Contextualizing landscapes of low-carbon 
exploitation and toxicity in Africa, Asia, and the Americas,” Energy 
Research & Social Science, vol. 69, 2020. 

[6] Guidehouse Insights, Global Distributed Natural Gas Generation Market, 
2022. 

[7] D. Olawuyi, “Energy Investments and Power Purchase Agreements in 
Emerging Markets,” Journal of Energy & Natural Resources Law, vol. 39, 
no. 2, pp. 167-183, 2021. 

[8] C. Stanitsas and K. Kirytopoulos, “Risk management in energy 
investments: A review,” International Journal of Energy Research, 2023. 

[9] S. Audu and E. Duclos, “Economic evaluation of second-hand industrial 
gas engines for energy projects,” Journal of Applied Energy, 2024. 

[10] L. Laborda Castillo et al., “Second-hand machinery and technical 
efficiency in emerging economies,” Journal of Industrial Economics, vol. 
60, no. 2, pp. 245-264, 2012. 

[11] Hucul and T. Searle, “Technical assessment of surplus industrial 
equipment,” Energy Economics, vol. 23, pp. 315-324, 2001. 

[12] G. Schwartz, “Investment decisions in developing countries: New versus 
used machinery,” World Development, vol. 1, pp. 47-59, 1973. 

[13] L. Lovo et al., “Capital goods investments and energy efficiency: New vs. 
second-hand equipment,” Energy Policy, vol. 72, pp. 174-185, 2014. 

[14] Asian Development Bank, Energy Sector Analysis of Uzbekistan, Asian 
Development Bank, 2022. 

[15] Asian Development Bank, Uzbekistan: Energy Sector Assessment, 
Strategy, and Road Map, Asian Development Bank, 2022. 

[16] BP, Energy Outlook 2022 Edition, BP, 2022. 
[17] European Commission, The European Green Deal, European 

Commission, 2019. 
[18] European Commission, Advancing Renewable Energy Integration in the 

EU, European Commission, 2020. 
[19] J. Fan, Y. Wang, Y. M. Wei, and L. C. Liu, "Comparative Analysis of 

LCOE in Coal Power Plants with CCS and Natural Gas Plants," Applied 
Energy, vol. 229, pp. 426-436, 2018. 

[20] International Energy Agency (IEA), Uzbekistan Energy Profile, IEA, 
2022. 

[21] International Energy Agency (IEA), Uzbekistan: Electricity Generation 
and Consumption Data, IEA, 2021. 

[22] International Energy Agency (IEA), Uzbekistan's Renewable Energy 
Potential, IEA, 2022. 

[23] International Renewable Energy Agency (IRENA), Renewable Energy 
Roadmap for Uzbekistan, IRENA, 2021. 

[24] M. Nuraliyev, et al., "Solar Energy in Uzbekistan: Challenges and 
Opportunities," Renewable Energy, vol. 159, pp. 432-442, 2023. 

[25] S. Santecchia, et al., "Europe’s Energy Transition: Challenges and 
Opportunities," Energy Reports, vol. 9, pp. 129-145, 2023. 

[26] [26]  World Bank, Energy Strategy for Uzbekistan, World Bank, 2020. 
[27] MDPI, Natural Gas and Renewable Energy in Central Asia: A 

Comparative Analysis, MDPI, 2021. 
[28] International Energy Agency, Projected Costs of Generating Electricity 

2020. Paris, France: IEA, 2020. 
[29] Danish Energy Agency, Technology Data for Energy Plants. Danish 

Energy Agency, 2022. 
[30] Danish Energy Agency, "Technology Data for Energy Plants," 2022. 

[Online]. Available: https://ens.dk/en/our-services/technology-
data/technology-data-energy-plants. [Accessed: 15-Oct-2024]. 

[31] Energinet, "System for Calculation of the Levelized Cost of Electricity," 
2012. [Online]. Available: https://www.energinet.dk/. [Accessed: 15-Oct-
2024]. 

 



Proceedings of the International Conference on "Energy, Sustainability and Climate Crisis" 2024  

ESCC 2024, Corfu, Greece, August 26 - 30, 2024 

ISBN: 978-618-5765-04-0 

ISSN 3057-4269 132 ESCC 2024 

Integrated Design Strategies for Sustainable 

Building Development: Optimizing Energy 

Efficiency from Micro to Macro Scales 

Zeynep Karataş 

Department of Sustainability, Istanbul 

Technical University, İstanbul, Türkiye 

Montasır Doğmuş 

Department of Sustainability, Istanbul 

Technical University, Istanbul, Türkiye 

Sevim Beçet 

Institute of Energy, 

Istanbul Technical University, İstanbul, 

Türkiye 

 

 

Hatice Sözer 

Institute of Energy, 

Istanbul Technical University, İstanbul, 

Türkiye 

sozerh@itu.edu.tr 

Abstract— This study explores building design strategies, 

covering urban planning to detailed building considerations, 

within a comprehensive framework that utilizes technological 

applications to identify buildings within their districts. 

The integrated approach considers different design tools across 

three scales: Urban, for identifying buildings within their 

environmental and man-made contexts; Building, for specifying 

physical and technical characteristics; and building integrated 

technology, for detailed assessment of energy efficiency or 

production. 

For this purpose, Geographic Information Systems (GIS), 

Building Information Modeling (BIM), eQUEST (energy 

modeling software), and PV Syst (photovoltaic system modeling 

software) were employed. To ensure smooth integration and 

interoperability among these design tools, various strategies 

were developed. One crucial facilitator for interoperability was 

the use of Industry Foundation Classes (IFC), which serve to 

standardize data exchange between different software 

platforms. IFC enables seamless communication and exchange 

of information between GIS, BIM, eQUEST, and PV Syst, 

allowing for comprehensive analysis and optimization of energy 

usage. Specifically, IFC enhances the integration of the physical 

environment's impact on building-level energy usage with 

urban-scale GIS data. This integration enables detailed energy 

optimization analysis by considering factors such as building 

orientation, surrounding structures, and environmental 

conditions. Through the standardized data exchange facilitated 

by IFC, information such as building geometry, material 

properties, energy consumption data, and renewable energy 

potential can be seamlessly shared between different software 

tools. This ensures consistency and accuracy in the analysis and 

improves the efficiency of the design process.  

Therefore, the integrated approach ensures a comprehensive 

thorough understanding of energy consumption patterns, 

renewable energy potential, and building performance. 

Interoperability among GIS, BIM, and energy modeling tools 

enhances the incorporation of environmental impacts on 

building-level energy usage. Furthermore, the evaluation of 

specific renewable energy system modeling and simulations 

serves as a basis for identifying areas for improvement. These 

models interact, facilitating discussions among their input and 

output data, as detailed within the developed model presented 

in this paper. This study underscores the significance of 

interdisciplinary collaboration and advanced technological tools 

in achieving energy-efficient and environmentally friendly 

urban developments.  
Keywords: Energy; Sustainability; BIM; GIS; eQuest; IFC; 

Integrated Design; Interoperability; Renewable Energy 

 

INTRODUCTION 

Sustainable development necessitates a multidisciplinary and 

interdisciplinary approach, integrated into a holistic design 

framework from micro to macro scales. This study explores 

building design strategies, covering urban planning to 

detailed building considerations, within a comprehensive 

framework that utilizes technological applications to identify 

buildings within their districts. 

For this purpose, this paper utilized Geographic Information 

Systems (GIS), Building Information Modeling (BIM), 

energy modeling software (eQUEST), and photovoltaic 

system modeling software (PV*Sol Premium). Various 

strategies were developed to ensure smooth integration and 

interoperability among these design tools.  

This study aims to maximize energy efficiency in an area by 

working across all scales and integrating them. 

GIS UTILIZATION IN URBAN SCALE STUDIES FOR 

ENERGY AND SUBSCALE INTEGRATIONS  

In order to make interdisciplinary and 

multidisciplinary work sustainable, studies on an urban scale 

should be carried out as the first step of the holistic 

perspective. Evaluating the entire work area and the 

environment together with all its elements is one of the key 

points to make the study successful. 

Although buildings have a very high importance 

when talking about all the concepts affecting energy 

performance and sustainability in a region, it would not be 

appropriate to conduct a discussion and study only on 

buildings. At this point, location, buildings, roads and 

transportation, technical infrastructure, social infrastructure, 

population and social structure are very important layers to 

find problems in the energy structure of the region and 

produce solutions. 
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In order to carry out a large-scale study, in the first 

stage, data is collected with a database where all scales 

support each other. At this point, data is collected at 3 

different scales: district, building and building-integrated 

technology. The important data that is at the smallest scale 

and provides direct input to the upper scale is the eQuest data, 

which calculates the energy consumption of different types of 

buildings in the region. This data is evaluated at this scale, 

not in eQuest's own format, but on the basis of the 

information it outputs. The middle scale data in data 

collection for the upper scale is the building scale data and 

this data is provided from Revit models. At this point, the data 

is taken from the Revit base in .ifc format, the reason for this 

is that the IFC format can be integrated much more easily in 

the GIS base. GIS data, which is the last and highest scale 

data, is provided in (.gdb) format. (.gdb) format is one of the 

basic data formats for the GIS-based ArcGIS application used 

in this study. ArcGIS information provided by municipalities 

and other sources is required to be received in the common 

use format (.gdb) so that the study can be seamlessly 

integrated. Data in this format are generally essential data for 

carrying out district-scale energy efficiency studies such as 

topography lines, buildings, roads and transportation, 

technical infrastructure, and land use. 

In the second stage, after data collection stage, the 

processing process of the collected data begins. In the first 

stage, the information obtained from eQuest and Revit is 

processed into the attribute table of the building layer in the 

ArcGIS application. Here, in order to obtain a map of 

building-based energy consumption, energy consumption 

information for pre-2000 buildings and post-2000 buildings 

taken from the subscale is integrated into the data with the 

calculation tool, after creating new columns in the building 

layer in ArcGIS, building total surface areas and energy 

consumption according to building ages. In addition, with the 

observation made in the study area, missing data such as road 

lighting elements and building ground usage types are added 

to the building and road layers. 

After processing the data into attribute tables, study 

area boundary is determined and site analyses are initiated to 

complete the fieldwork. The analyses consider the following 

aspects: 

• Roads and Transportation: Road grading, number 

of road lighting elements, traffic density. 

• Building: Building age, building height, building 

roof surface area, total energy consumption of the 

building. 

• Infrastructure: Electrical power lines, natural gas 

lines and waste water lines. 

• Land Use: Building functions, land use types. 

• Population: Density 

• Topography: Slope, elevation, orientation, solar 

radiation.  

These analyzes form the intermediate layers for the weighted 

overlay that will reveal the energy performance in the field. 

The raw versions of the analyzes are not sufficient 

for weighted overlay, so the data classification stage must be 

performed. The reclassification tool reclassifies cell values 

according to importance, interest or similarity at specified 

intervals or serves to convert them into alternative values [1]. 

At this stage, the analyzes are first rendered raster so that the 

area can be evaluated as specific units in cells. Then, the 

desired number and type of classification for layer classes is 

performed again with the reclassification tool. In this way, 

when the layers are overlapped in the weighted overlay stage, 

a result that meets the purpose of the study is obtained. Before 

performing the overlay, the final step is to determine the 

importance percentages of the layers to be overlaid. Based on 

these importance percentages, the impact of each layer on the 

overlay can be adjusted by the individuals conducting the 

work. Thus, the overlay weights are determined according to 

the varying importance of the layers and their effects on the 

result, depending on the subject of the study. Besides the 

weighting of each macro/micro-scale input is based on factors 

such as local, regional, and national contexts, legal and 

regulatory frameworks, as well as technical and technological 

considerations [1] 

In this part of the study, where energy efficiency in 

the area is tried to be achieved in an interscalar and 

interoperable way, it comes the stage of determining the 

amount of energy consumption in the entire area on a higher 

scale with a weighted overlay. The weighted overlay, which 

will be obtained by overlapping many layers, including data 

from subscales such as Revit and eQuest.  

Layers in energy consumption study:  

• Roadside lighting elements 

• Building energy consumption 

• Population density 

• Vehicle density 

Layers in solar energy potential study: 

• Solar radiation analyzes 

• Solar energy generation potential of building roof 

(according to size) 

• Land use 

In order to base the decision on choosing the impact 

levels of these layers on a reasonable basis, a literature review 

was conducted and the standards were examined. According 

to the standards, it was calculated how much energy 

consumption each layer had on an annual basis, and 

percentage values were decided by looking at its possible 

impact on the total energy consumption in the area. After the 

weight values were processed on the overlay tool, the overlay 

was run and an overlap was created in which these layers 

consisting of cells had an effect according to the weight 

values. What is obtained in the final product is that the 

amount of energy consumption of each cell containing a unit 

Figure 1:  Process worklow of GIS and scale integration 
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area has certain degrees from less to more. Thus, points that 

consume more, less or average energy in the area have 

emerged, so areas with high potential for emerge intervention 

can be defined. Areas with high scores in the energy 

consumption overlay are the areas where energy consumption 

is highest and in need of retrofitting and some strategies. In 

the solar energy potential overlay, the areas with the highest 

scores emerge as the places with the highest potential for 

solar energy production. Thus, it is understood at which 

points technology integration should be prioritized. These 

overlays are which will form a very basic and spatial basis for 

strategy studies to be developed to increase energy efficiency 

at the urban scale and even at sub-scales. 

After all these stages, the phase of creating a strategy 

that will have an impact on all scales is started for the areas 

that need improvement in energy consumption in the region. 

For urban scale, on road and transportation basis: strategies 

such as reducing vehicle use in axes where energy 

consumption is high and integrating pedestrian and 

sustainable modes into the area, using new lighting types with 

low electricity consumption and ensuring energy production 

by integrating solar panels into these lighting elements; On 

the basis of land use: increasing the use of green areas, 

creating a compact area that will help reduce energy 

consumption, strategies for integrating higher amounts of 

renewable energy sources for energy production in places 

where commercial use is available; On the basis of density: 

creating tools to raise awareness of the population in energy 

consumption, strategies to reduce the population density in 

the area must be created in future city planning. At the 

building scale, it is necessary to identify buildings with higher 

energy consumption due to reasons such as function, 

population density, building age and total surface area of the 

building, and develop retrofitting strategies on these 

buildings. 

Finally, the strategy is determined, the information of the 

buildings where retrofitting strategies need to be applied is 

transferred to the Revit models. Thus, a holistic study can be 

carried out to create a sustainable and energy efficient space 

with the integration of lower scale and upper scale. 

BIM INTEGRATION WITHIN BUILDING SCALE 

INTEROPERABILITY USING REVIT AND IFC STANDARDS 

Building Information Modeling, specifically Autodesk’s 

Revit software have transformed the construction industry by 

allowing more precise, efficient and collaborative design and 

management processes. BIM can provide us with a broad and 

detailed digital representation of the parametric and 

functional characteristics of the building in which can be 

meaninglessly shared and used by various parties during the 

building’s lifetime [2]. Revit plays an important role in 

integrating BIM on a building scale. It’s modeling 

capabilities allow for detailed and precise modifications 

allowing those changes to be automatically reflected 

throughout the whole model leading to consistency. It also 

supports the main designs; architectural, structural, and 

mechanical, creating a thorough documentation that is 

essential for building. The ability of Revit to integrate with 

various energy performance, sustainability studies, and 

structural analysis tools allows for a more thorough design 

process that contributes to achieving efficiency and 

performance objectives. According to the Industry 

Foundation Classes (IFC) principles, a key feature of Revit is 

interoperability, which facilitates data exchange with a 

variety of BIM tools and software platforms. By ensuring 

accurate and consistent information transfer throughout the 

project's phases, this enhances communication between 

numerous stakeholders, including architects, engineers, 

urban planners, and project managers [3]. 

 

BIM Modelling Process Using Revit: 

1. Starting the project: Specifying the parametric 

data, such as levels, orientation, and location. 

2. Building Elements: Creating elaborate building 

components (walls, floors, doors, and windows) and 

assigning U/R values while ensuring that material 

attributes match the original plan.  

3. System Integration: Use Revit's ability to plan and 

analyze energy efficiency by assigning MEP 

systems depending on how the building is utilized 

and how its occupants behave. 

4. Energy Analysis: Simulating energy performance 

results using built in tools on Revit or external 

software and comparing them with our e-Quest data 

accuracy.  

Figure 1 depicts the process flow of Revit modeling for 

energy analysis, which incorporates numerous software tools 

to improve building performance and efficiency. The 

procedure starts with project setup in Revit, when important 

characteristics like location, orientation, and building levels 

are defined. This first phase involves creating geometry with 

IfcBuildingElements, IfcRelSpaceBoundaries, and IfcSpace, 

which serve as the building model's backbone 

Following the setup, detailed building elements such as walls, 

slabs, members, columns, and beams are generated using 

IfcBuildingElements. These components are painstakingly 

specified to ensure correctness in the next analytical steps. 

Next, using the IfcSystem and IfcZone entities in the IFC 

hierarchy, MEP (Mechanical, Electrical, and Plumbing) 

systems must be included into the model. This integration is 

crucial for collecting the building's internal loads and 

behaviors having in mind changes in the seasons and the 

varied usage of the zones.  

Integrating Revit's Green Building Studio (GBS) is an 

effective technique to create an interoperable energy 

Figure 2: Process workflow for BIM integration 
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modeling strategy. Users may use GBS to develop an energy 

model directly from their existing BIM model, eliminating 

the need for repetitive labor. One of GBS's most notable 

features is its ability to export models in formats compatible 

with other energy analysis applications, such as eQuest. 

Detailed energy data, such as building geometry, material 

properties, and HVAC systems, may be smoothly converted 

into eQuest without having to start from scratch with a new 

model. Interoperability not only saves time and labor but also 

ensures that consistent data is maintained across several 

platforms, improving the accuracy of the energy model. 

Green Building Studio (GBS) increases process efficiency 

and lowers error risk by automating the BIM data translation, 

eliminating the need for human entry of design and 

performance parameters into eQuest. When GBS is utilized, 

teams may work together more cohesively since it is easy to 

study, change, and revise data thanks to the unified model, 

which results in a more reliable and accurate assessment of 

the building's energy performance. 

With the HVAC systems in place, an energy performance 

evaluation is undertaken. This entails assessing the building's 

energy use habits and finding potential changes. The model 

is then exported and imported using IFC standards, allowing 

uniform data communication between Revit and other 

software platforms such as GIS or PV*SOL. This 

compatibility is important for future improvements and 

retrofits. Improved efficiency tactics are put into the model, 

re-evaluating and re-running the process to integrate new 

results and improvements. In order to improve the study and 

provide full understanding into the building's energy 

efficiency and possibilities for renewable energy cooperation, 

tools such as PV*SOL Premium and e-Quest are utilized. 

This cycle assures that building performance is continually 

enhanced and maximized, utilizing the capabilities of 

different software tools for an integrated approach to 

sustainable building design. 

IFC Standards and Interoperability 

The Industry Foundation Classes (IFC) standard improves 

cooperation in the construction industry by offering a uniform 

framework for data transmission, guaranteeing that all 

stakeholders may share and analyze data similarly, 

independent of the software used. This standardization 

decreases the likelihood of data misunderstanding and 

mistakes, ensuring that data is correct and dependable 

throughout the project's lifespan [3]. IFC supports 

interoperability across diverse software platforms, providing 

for smooth integration and communication among project 

tools. This flexibility allows stakeholders to utilize the 

software solutions that best meet their requirements while 

still collaborating successfully, minimizing the need for data 

re-entry or conversion and saving time and money [4]. By 

providing a common data environment, IFC helps 

interdisciplinary teams—including those working as 

architects, engineers, contractors, and facility managers—

cooperate. It improves coordination of tasks and activities, 

fosters better communication and understanding among team 

members from different disciplines, and supports well-

informed decision-making by providing all stakeholders with 

a comprehensive view of project data [5].IFC also makes it 

possible to create a complex, hierarchical data structure that 

records a variety of building data, from specific component 

information to high-level project data. This degree of 

information is crucial for specialist studies such as energy 

performance, structural integrity, and material 

characteristics, and it assures that all data changes and 

updates are traceable, resulting in a full record of project 

progress. IFC's integration with Building Information 

Modeling (BIM) processes improves its collaborative 

capabilities by enabling the creation, management, and 

sharing of digital representations of a building's physical and 

functional features. This leads to greater efficiency in design, 

construction, and operation by using shared data and 

collaborative procedures [3]. 

Benefits of IFC Integration: 

1. Standardized Data Exchange: By enabling uniform 

building information exchange across a range of software 

systems, IFC reduces the risk of data loss or 

misunderstanding. For efficient interdisciplinary cooperation 

and the integration of many design tools, this standardization 

is essential. 

2. Interdisciplinary Collaboration: Revit models may be 

exported from IFC and shared with stakeholders via other 

software programs, such eQUEST for energy modeling or 

GIS for urban planning. This interoperability facilitates 

thorough investigation and well-informed choices. 

3. Enhanced Accuracy: Energy simulations and 

performance analyses are more accurate because to IFC's 

standardized data interchange. It guarantees accurate 

information transmission across software tools, including 

system specs, material qualities, and architectural geometry. 

4. Enhanced Efficiency: By lowering the time and effort 

required to re-enter or convert data across tools, IFC 

integration optimizes operations. This effectiveness is 

especially useful for intricate tasks combining several 

different academic fields. 

ENERGY SYSTEM INTEROPERABILITY WITHIN 

BIM – SOLAR ENERGY 

 Building Information Modelling, known as BIM, includes 

energy simulations of the building via calculating the 

buildings’ current energy status by its own software. 

However, integration of renewable energy sources and 

systems to models is more complex and difficult task due to 

hardships in interoperability between energy simulation 

programs and tools, platforms that support BIM such as IFC 

and gbXML. In this part of the article there is a specific type 

of renewable energy source was chosen to be applied to 

buildings, which is solar energy, and focused on its 

integration. The way to produce and distribute solar energy is 

investigated by simulating Building Integrated PV (BIPV) 

with energy software and algorithm tools. The concept is 

explained in three parts, namely Solar Energy Software and 

BIM Interoperability, RES Modelling, and Challenges and 

Future Work. 

Solar Energy Software and BIM Interoperability 

To integrate solar energy systems into BIM, it is necessary 

to first define the system. There are many solar energy system 

programs available on the market. Some of these are programs 
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such as Homer, PVSyst, PV*Sol, PV*Sol Premium. Although 

these applications are useful for visual modeling and system 

modeling, there are problems in integrating them into BIM 

applications, more specifically the BIM format this project 

used to provide interoperability, IFC (Industry Foundation 

Classes). 

The interoperability between applications can be 

facilitated by automating every part of the analysis process 

(structural or energy) that can be automated. This calls for a 

review of standardization efforts in data exchange and the 

existing approaches that have begun to establish 

interoperability between BIM and RES/energy analysis 

applications. [7] 

RES Modelling 

In this section, which aims to ensure the integration of 

Renewable Energy, three-dimensional models of the 

buildings and basic information of the location where the 

building is located are determined. The main aim is to read 

the output obtained from one program smoothly when 

transferred to the next program, because of this reason the 

buildings were designed in CAD applications in IFC format, 

a BIM-supported tool, and in 3D with Revit. Architectural 

and structural details are modelled in Revit.  

Before starting RES modelling and system simulation, it 

is important to determine the current energy state of the 

buildings or sites, to calculate current energy consumption, 

which is needed to build a RES system. When integrating 

renewable energy systems into buildings, it is necessary to 

know the current energy status and energy costs of the 

building so that it can be decided whether the energy 

produced will be sufficient for the building and whether it 

needs to be stored. The consumption value calculation was 

made with the eQUEST program. eQUEST allows users to 

create simulations that incorporate building location, 

orientation, wall/roof construction, window properties, as 

well as HVAC systems, day-lighting and various control 

strategies. Energy consumption model of the building is 

created with eQUEST and achieved realistic results. The data 

obtained with eQUEST was used as consumption data in the 

simulation program for the solar energy system. eQUEST is 

an IFC compliant tool, hovewer it is not possible to export a 

3D model of the buildings that interoperable with energy 

simulation sofware tools.  

       Once the consumption data was obtained, it was 

necessary to choose a simulation application for the solar 

energy system. It is possible to simulate BIPV with 

applications such as PV*Sol, PV*Sol Premium, Homer, 

PVSyst available on the market, but the fact that most of the 

applications work with two-dimensional visuals turned out to 

be a negative situation in terms of interoperability. These 

tools can model various types of renewable energy 

technologies, yet they are neither easy to use in conceptual 

design nor is interoperable with BIM model or platform. [6]  

In order to ensure renewable energy integration in BIM 

applications, it is first necessary to perform energy 

simulation. Preliminary work is done with two solar energy 

system simulation applications named PVSyst and PVSol 

Premium. After building a two-dimensional modeling with 

PVSyst, three-dimensional model is obtained with PVSol 

Premium, using existing Revit building models, with Google 

Earth view and location information, and support for reading 

2D, 3D and CAD files. 

PVSyst model included two different types of solar power 

production and storage systems; namely grid-connected and 

stand-alone solar systems. It is possible to have realistic 

results with addressing the real location via Google Maps, and 

assigning accurate inverters, converters, specific PV panels 

and providing a cable plan. The data obtained from PVSyst 

can be used as a calibrator, since the results are not IFC 

compliant. PV*Sol Premium is a solar energy simulation 

software that makes it possible to create 3D models within, 

and import specific CAD formats such as 3D Max. To ensure 

working on real buildings it is possible with PV*Sol Premium 

to import 3D model into program and work on it with real 

location, which specified via Google Maps and climate data 

extracted from Meteonorm, a widely used and accepted solar 

radiation data source in the solar energy industry. 

The process flow of RES integration to BIM model is 

shown in the Figure 3. The outputs from the REVIT model 

were received in IFC format and transferred to the next 

program as IFC. Afterwards, 3D Max was used to import 

Revit model into PV*Sol Premium. Although the primary 

purpose of IFC is to ensure communication between 

programs, 3D Max is used as an intermediate program since 

there is no solar energy simulation program with the 

infrastructure to adapt to it.  

In PV*Sol Premium, different scenarios were created with 

panel layout and energy system details. After choosing the 

best scenario, the placement of PV panels was decided. Then 

solar panels modeled in PV*Sol Premium are manually added 

to the Revit model. Changes made in the Revit model will be 

reflected in the 3D Max file as it is possible to link them, and 

thus the three-dimensional drawing file will always be up to 

date when it is transferred back to PV*Sol Premium. 

CHALLENGES AND FUTURE WORK 

IFC offers a lot of advantages, but achieving smooth 

interoperability with them presents significant challenges. 

The variations in how different software systems interpret 

IFC data are a key issue that can lead to data loss and 

inconsistencies. Furthermore, when models from many 

sources must align coherently, discrepancies in level of detail 

Figure 3: RES Integration to BIM 

Figure 4 Three scale integration flow 
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(LOD) across IFC files might generate integration 

challenges. Another challenge is that the IFC standard must 

be updated on a regular basis to keep up with changing 

business practices and technology improvements. To solve 

these challenges, future research should focus on providing 

comprehensive guidelines for standardized data transfer, 

improving IFC implementations across software platforms, 

and encouraging broader use of IFC in the construction 

sector. Focusing on these areas allows the industry to increase 

the reliability and efficiency of data interoperability, resulting 

in improved project outcomes. 

     The challenge is to adapt energy simulation programs to 

BIM platform via IFC, Industry Foundation Classes, a non-

proprietary file format used for exchanging building 

information models. It is not possible yet to provide 

interoperability regarding renewable energy systems. The 

next step will be to remove the manual data entries and 

simplify the complex nature of renewable energy integration 

and make it compatible with IFC. 

DISCUSSION  

 

Figure 4 illustrates the whole picture of our three-scale 

integration target. District, building, and technology scale 

integration with seamless data flow and feedback loops are 

made possible by IFC standards. District-level energy 

strategy is informed by information on solar potential and 

energy use obtained by district-level analysis of data from 

GIS, Revit, and eQUEST. Building geometry and energy 

systems are defined at the building scale using IFC-based 

models, which link building design to district insights. 

Efficiency increases steadily as energy analysis and MEP 

improvements are reincorporated into the district 

model.PV*SOL Premium integrates temperature and 

geographic data into its simulation of renewable energy 

systems, such as BIPV. Scenario testing informs both the 

building design and the district energy strategy. This 

integration makes it feasible to implement a comprehensive 

approach that maximizes energy efficiency across the board 

in urban development, with one scale affecting and 

strengthening the others. 

CONCLUSION  

The integrated approach ensures a comprehensive thorough 

understanding of energy consumption patterns, renewable 

energy potential, and building performance. Interoperability 

among GIS, BIM, and energy modeling tools enhances the 

incorporation of environmental impacts on building-level 

energy usage. Furthermore, the evaluation of specific 

renewable energy system modeling and simulations serves as 

a basis for identifying areas for improvement. These models 

interact, facilitating discussions among their input and output 

data, as detailed within the developed model presented in this 

paper. 
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Abstract— This work explores the technical feasibility of 

installing an innovative thermal concentrating solar system 

(TCSS) for high-pressure steam production in a dairy facility in 

the north part of Tuscany (Italy). The production process for 

soft cheeses requires the injection of saturated steam at about 

190°C into washtubs containing semi-finished materials which 

are consequently heated together with the required ingredients 

for the specific recipe. Currently, this steam is generated by 

natural gas-fired tube boilers by 110 kW of nominal thermal 

power, resulting in significant steam usage and necessitating 

large amount of make-up fresh treated water at atmospheric 

conditions. 

We propose the installation of a TCSS based on linear Fresnel 

concentrating systems technology to supply a portion of the 

necessary steam, thereby reducing fossil fuel consumption and 

enhancing the environmental performance of the process. The 

fresh water at atmospheric temperature flows directly through 

the horizontal absorber tube and it becomes saturated steam at 

the end of the solar field. 

To optimize the use of the solar power source, we considered and 

refined the adoption of a storage system based on a pressurized 

vessel containing a mixture of water and steam. This is 

particularly relevant given that dairy production is confined to 

six hours each morning per 5 days per week. The unique 

thermal load profile presents challenges for integrating an 

intermittent solar power source, which peaks during midday 

hours. Special attention has been given to the operational 

behaviour of the integrated system, defining suitable control 

strategies facilitated by the installation of valves and sensors. 

A detailed analysis of the integration between the new solar 

system and the existing plant has been carried out. The analysis 

involves the investigation of several sizes of the solar system and 

the storage tank ensuring the required service levels for the 

thermal end-user. 

Following the technical analysis, the system has demonstrated 

significant potential for improving the overall energy efficiency 

and reducing the carbon footprint of the production process. 

 

Keywords—thermal concentrating solar system, dairy 

production, energy efficiency, thermal storage 

INTRODUCTION  

The global demand for energy and electricity is rising 
rapidly, driven by population growth, industrial expansion, 
and accelerating urbanization. As conventional energy 
sources, such as fossil fuels, become increasingly scarce and 
contribute significantly to greenhouse gas (GHG) emissions, 
the world faces critical challenges in securing a clean and 
sustainable energy supply. It is projected that global primary 
energy demand could increase by 1.5 to 3 times by 2050, 
reflecting the growth of energy needs across several regions 
[1]. In 2023, approximately 60% of the global energy supply 
is derived from fossil fuels, including coal, petroleum, and 
natural gas [2]. These non-renewable resources are not only 
depleting but also account for the majority of GHG emissions, 
exacerbating the climate change crisis. In this perspective, 
increasing the usage of renewable resources for energy 
production is pivotal for emission reduction. According to the 
International Panel on Climate Change (IPCC), the 
exploitation of solar energy could mitigate between four and 
five gigatons of CO2-eq (Figure 1). More specifically, the use 
of concentrating solar power (CSP) systems would save about 
200-300 kg CO2-eq per square meter of concentrator surface 
[1]. 

 

Figure 1: Mitigation options in the near term [3] 

The application of solar thermal energy in industrial 
processes holds significant potential for achieving multiple 
advantages. Integrating solar heat not only reduces the 
reliance on costly fossil fuels but also enhances the 
environmental profile of production processes, which is 
increasingly valued by consumers seeking low-impact and 
sustainable products [4], [5]. Utilizing solar energy for small-
scale heat demand presents a straightforward and cost-
effective alternative to combined heat and power solutions, 
particularly for small and medium-sized enterprises. The 
lower capital investment required makes solar integration 
more accessible and practical for these industries. 
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The scientific and technical literature has seen a growing 
number of studies exploring the most efficient and 
economically viable methods for integrating solar thermal 
energy into industrial processes. Various authors have 
provided comprehensive overviews of the potential and 
effectiveness of solar energy in industrial applications [6], [7], 
[8]. Energy consumption analysis reveals that approximately 
13% of industrial thermal applications require low-
temperature heat (up to 100°C), 27% require medium-
temperature heat (up to 200°C), with the remaining demand in 
high-temperature processes such as those in the steel, glass, 
and ceramics industries. 

Solar thermal applications in industry are diverse, 
including processes such as hot water and steam generation, 
drying, preheating, concentration, pasteurization, sterilization, 
washing, chemical reactions, and industrial space heating [9]. 
Some examples of solar thermal use at low and medium 
temperatures include: 

• Diary: Pasteurization, sterilization, drying, and boiler 
feed water. 

• Tinned Food: Sterilization, pasteurization, cooking, 
and bleaching. 

• Textile: Bleaching, dyeing, drying, degreasing, and 
pressing. 

• Paper: Cooking, drying, and bleaching. 

• Meat Processing: Washing, sterilization, and cooking. 

• Beverages: Washing, sterilization, and cooking. 

Numerous technical assessments have demonstrated the 
feasibility of solar energy integration in specific industrial 
processes, underscoring its technical and economic benefits 
[10], [11], [12], [13], [14]. Most studies focus on the 
integration of low-temperature solar thermal systems, 
typically using conventional flat-plate or evacuated tube 
collectors for hot water production. However, for processes 
requiring high-pressure steam, as in many industrial 
applications, thermal concentrating solar systems (TCCS) 
such as linear Fresnel collectors (LFC) are necessary [15], 
[16]. LFC technology offers advantages in terms of land use 
efficiency, lower capital costs, and simpler maintenance 
compared to other TCCS options like parabolic troughs and 
dishes. 

This paper presents an innovative application of 
concentrated solar LFC technology in a dairy facility for steam 
production, aimed at enhancing both the economic and 
environmental performance of a process with substantial heat 
demand. Previous studies have explored solar integration in 
dairy processes using standard plate thermal collectors for hot 
water production [17], [18]. In contrast, our study focuses on 
steam production using a parallel circuit with a concentrated 
solar field. 

Following a brief overview of the dairy process under 
consideration, we describe the solar LFC system and its 
integration with the conventional fossil-fuel fired boiler. The 
technical design of the proposed system is analysed in detail, 
and we conclude with recommendations for future research 
and practical implementation. 

DESCRIPTION OF THE PRODUCTION PROCESS 

In the dairy located in the northern part of Tuscany, Italy, 
soft cheese production involves the injection of saturated 

steam at approximately 190 °C into washtubs filled with semi-
finished materials. These materials are heated along with the 
necessary ingredients for specific recipes. The water used in 
this process is pumped from suitable wells and undergoes 
rigorous treatment to meet the stringent standards of the food 
industry. This treatment includes filtration with sand and 
activated carbon filters, chlorination, and softening. 

The heat demand in the dairy is met by two natural gas-
fired boilers, each with a nominal thermal power of 110 kW 
(Figure 2). When both boilers operate at 50-60% of their 
nominal capacity, they produce 140 kg/h of saturated steam. 
This steam is used to heat the process water to 60 °C and to 
produce the final products. The domes of the boilers function 
as steam storage, with steam bleeding controlled by the 
product temperature inside the washtubs. 

The factory’s other energy needs include electricity for 
driving the process equipment and thermal energy for heating 
the factory buildings. The production process operates year-
round without maintenance stoppages. The daily heat demand 
remains constant from 5 a.m. to 11 a.m., Monday through 
Friday. 

 

Figure 2:Current thermal plant layout 

THE LINEAR FRESNEL CONCENTRATING SOLAR SYSTEM 

Linear Fresnel concentrating solar systems are modular 
assemblies typically aligned in a south-north direction. Each 
module consists of several horizontal reflective surfaces 
arranged east to west, tracking the sun’s apparent movement 
across the sky. These reflectors focus solar direct normal 
irradiance (DNI) onto an absorber—a pressurized horizontal 
tube positioned a few meters above the ground. The thermal 
fluid, usually water or steam, is heated from the liquid phase 
at ambient conditions to high-pressure saturated steam as it 
passes through the absorber tube. These solar systems can be 
installed either on the ground, such as on a lawn, or on the 
roofs of industrial buildings. In the described application, the 
system is installed above the process building, with a 14° 
deviation from the north-south direction. 

By using hourly solar DNI data, it is possible to evaluate 
the monthly average values of the thermal energy collected by 
the thermal fluid per unit of collector surface for each hour of 
the day at the selected installation site (Figure 3). Note that the 
peak values generally occur from 10 a.m. to 4 p.m., a time 
window that significantly differs from the dairy’s operation 
hours. The total monthly values of the energy collected by the 
thermal fluid per unit of collector surface are summarized in 
Figure 4. The total annual thermal energy collected by the 
thermal fluid amounts to approximately 790 kWh/m². 
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Figure 3: Monthly average values of the specific thermal energy 

collected for each hour of the day 

 

 

Figure 4: Monthly average values of the specific collected 

thermal energy   

INTEGRATION OF THE SOLAR CONCENTRATED THERMAL 

SYSTEM WITH THE ORIGINAL THERMAL PLANT 

Technical features 

The integrated solar field-fossil boiler system (Figure 5) 
consists of a thermal concentrating solar system (TCSS) 
configured in parallel with the conventional fossil-fuel boilers. 
The solar system, fed by treated fresh water, generates 
saturated steam under the same thermodynamic conditions as 
the steam produced by the natural gas-fired boilers. The entire 
steam flow is directed into a flash storage tank, where it is 
stored in a two-phase state. This steam is then supplied to the 
heat end-users within the dairy production process, effectively 
positioning the solar field as a secondary boiler operating in 
parallel with the existing ones. 

 

Figure 5: Integrated solar thermal system 

This parallel configuration ensures that the feedwater 
conditions for the fossil boilers remain unchanged and 
unaffected by the solar system’s presence. The inclusion of the 
storage tank offers several operational advantages: (i) it 
enhances solar energy utilization by aligning the production 
of thermal energy with demand, despite the solar field’s peak 
productivity occurring outside of typical production hours. 
Additionally, during weekends when the production process 
is idle, the storage tank allows for the accumulation of solar 
energy on Sunday for use on Monday morning. (ii) It 
improves production process reliability by reducing downtime 
caused by boiler failures, even when solar thermal production 
is temporarily unavailable due to insufficient direct normal 
irradiance (DNI). (iii) The storage tank enables the boilers to 
operate at their nominal load, filling the tank when solar 
contribution is insufficient, thereby smoothing out the demand 
fluctuations that are otherwise only moderated by the small 
domes within the boilers. 

A flash storage tank was selected due to its smaller volume 
compared to dry tanks, where only dry steam is stored. In a 
flash tank, water is stored at the bottom, with steam above it 
in thermodynamic equilibrium. As steam enters the tank, a 
portion condenses while the rest accumulates at the top, 
increasing the pressure, temperature, and specific enthalpy of 
the mixture (i.e., the stored thermal energy), thereby raising 
the water level. Conversely, when steam is extracted, the 
pressure and temperature drop, causing some water to flash 
into steam, lowering the water level. Reliable operation of the 
storage and extraction processes requires an appropriate ratio 
between water and steam mass inside the tank, typically 
around 9:1, and a large contact surface between the two 
phases, which is why these cylindrical vessels are typically 
horizontal with a length much greater than their diameter. 

Operation modes 

Given the presence of two types of boilers operating in 
parallel, it is essential to precisely define the operating modes 
of the integrated system. To optimize both economic and 
environmental outcomes, the solar field is given operational 
priority. The conventional boilers are then used only to 
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supplement the steam that the solar field cannot provide. This 
is managed through the installation of a three-way control 
valve. The valve directs solar-generated steam to the storage 
tank when its pressure exceeds a specified minimum set point. 
If the solar steam pressure falls below this threshold, the valve 
connects the fossil-fuel boilers to the storage tank, ensuring 
that the storage pressure remains within the operational range. 

When production is halted, the valve prevents the fossil 
fuel boilers from starting, allowing only solar steam to feed 
the steam storage tank. This approach prevents unnecessary 
natural gas consumption by avoiding boiler activation due to 
pressure drops in the storage tank caused by ambient heat 
losses. 

TECHNICAL ANALYSIS OF THE INTEGRATED SYSTEM 

At a generic instant, the steam mass of the storage tank is 

given by the following balance equation: 

𝑑𝑀(𝑡)

𝑑𝑡
= 𝑚̇𝑖𝑛𝑠

(𝑡) + 𝑚̇𝑖𝑛𝑏
(𝑡) − 𝑚̇𝑜𝑢𝑡(𝑡) (1) 

Where 𝑀(𝑡) is the instantaneous mass of stored steam, 

𝑚̇𝑖𝑛𝑠
(𝑡) is the inlet steam mass flow produced by the solar 

system, 𝑚̇𝑖𝑛𝑏
(𝑡) is the inlet steam mass flow produced by the 

gas-fired boilers, and 𝑚̇𝑜𝑢𝑡(𝑡) is the outlet steam mass flow 

that is required by the end-users.  

When 𝑀(𝑡) is equal to the maximum capacity of the 

storage tank and 𝑚̇𝑖𝑛𝑠
(𝑡) − 𝑚̇𝑜𝑢𝑡(𝑡) > 0, 𝑚̇𝑖𝑛𝑏

(𝑡) is null and 

it is necessary to reduce the solar steam production. This can 

be achieved by modifying the right focus of the tracking 

system of the reflector surfaces. On the other hand, when 

𝑀(𝑡) is equal to zero (i.e. pressure at the minimum value) and 

𝑚̇𝑖𝑛𝑠
(𝑡) − 𝑚̇𝑜𝑢𝑡(𝑡) < 0, it is necessary to use the gas-fired 

boilers and thus 𝑚̇𝑖𝑛𝑏
(𝑡) > 0. It is relevant to highlight that 

𝑚̇𝑖𝑛𝑠
(𝑡) depends on the instantaneous value of DNI and on 

the hour of the day. Therefore, it cannot be scheduled to vary 

the steam mass inside the storage tank. 

To evaluate the actual amount of thermal energy that can 

be stored and utilized by the end user, we developed a 

simulation model with an hourly time step. The simulation 

was conducted across various sizes of both the solar field and 

the steam storage tank.  

Figure 6 illustrates the mass of solar steam consumed by 

the end user. As shown, solar steam consumption increases 

with the size of both the solar field and the storage capacity. 

However, for a given solar field size, steam consumption 

plateaus once the storage tank reaches a certain capacity. This 

indicates that beyond a specific tank size, further increases do 

not contribute to higher solar steam consumption, suggesting 

an optimal tank size for each solar field configuration. 

 

Figure 6: mass of solar steam consumed as the size of the storage 

tank and the solar field vary 

Figure 7 shows the ratio between solar steam consumed 

and solar steam produced. As observed, this ratio increases 

with the size of the storage tank. Notably, when no storage 

tank is present (blue curve), the ratio remains nearly constant 

before slightly declining. Additionally, the ratio peaks 

between 200 and 250 m² of solar field area, indicating that for 

maximum solar heat utilization, the solar field should be sized 

within this optimal range.  

 

Figure 7: Ratio between solar steam consumed and solar steam 

produced 

Figure 8 illustrates the ratio between solar steam 

consumed and total steam produced, representing the 

percentage of gas-fired steam saved by the solar system. The 

trend closely mirrors that of the previous figure. Notably, the 

peak occurs at a solar field size of approximately 300 m², 

indicating that to maximize natural gas savings, the solar field 

should be sized accordingly.  
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Figure 8: Ratio between solar steam consumed and total steam 

produced 

Figure 9 illustrates the ratio between solar steam that must 

be discharged and the total solar steam produced, 

highlighting two critical aspects. First, it emphasizes the 

importance of the storage tank. The blue curve, representing 

the scenario without a tank, shows a ratio that remains nearly 

constant with a slight upward trend as the solar field size 

increases. In this case, approximately 80% of the solar steam 

goes unused due to the mismatch between production and 

demand, making the system highly unprofitable. Second, 

when a storage tank is introduced, there is a range of solar 

field sizes where no steam is wasted, allowing the system to 

fully utilize the generated solar energy without any losses. In 

this perspective, the bigger the tank and the less steam mass 

must be discharged.  

 

Figure 9: Ratio between solar steam to be discharged and solar 

steam produced 

CONCLUSIONS AND FUTURE DEVELOPMENTS 

This paper presents an innovative approach to improving the 

energy efficiency and reducing the environmental impact of 

a cheese production process. The proposed modification 

integrates a solar system into the existing setup, which relies 

on two gas-fired boilers. The new configuration introduces a 

Fresnel linear concentrating solar system (CSS) in parallel 

with the existing boilers, allowing both systems to produce 

the required steam under the same thermodynamic conditions 

while remaining separate. To better align steam demand with 

solar production, a flash steam storage tank is incorporated. 

This addition enables steam storage and allows the fossil 

boilers to operate at higher thermal loads, thereby improving 

thermal efficiency and reducing transient periods.  

To evaluate the technical feasibility of the integration, an 

hourly time-step simulation model was developed. The 

simulation results demonstrate that natural gas consumption 

can be significantly reduced through the effective use of solar 

heat. Furthermore, the analysis underscores the importance of 

the storage tank, which increases the amount of energy that 

can be captured and utilized. Indeed, without the storage tank, 

a large portion of the solar-generated steam would be wasted.  

An intriguing extension of the current analysis would be 

to include an economic assessment to evaluate the financial 

feasibility of the new system under varying gas prices. 

Additionally, given the urgent challenge of climate change, a 

detailed evaluation of the carbon footprint could be integrated 

to quantify the reduction in emissions achieved by the system. 

This would provide a comprehensive understanding of both 

the economic and environmental benefits of the integration.  
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Abstract— Hydrogen stands out as an energy resource primarily 

because of its sustainability and cleanliness, making it a vital 

component of the worldwide shift towards sustainable energy. 

Because of its high energy density and low environmental effect, 

it is a highly practical replacement for fossil fuels. Hydrogen 

energy is not an entirely novel concept; it has been employed for 

many years, but its significance has grown tremendously in the 

ongoing quest for sustainable energy sources. This study aims to 

assess hydrogen production as a renewable energy source by 

conducting an in-depth investigation of the technological, 

environmental, and economic facets of hydrogen generation.  

This work simulates noteworthy production of hydrogen 

processes and cause-effect relationships using the Fuzzy 

Cognitive Mapping (FCM) method. When it comes to making 

insightful forecasts for decision support systems, FCMs possess 

expertise in modeling the evolution of a system over time. Using 

the FCM technique, two models were put together for this 

paper: one was based on previously published research and 

literature, while the other was the result of careful consideration 

and refinement by two experts. The aim of the research is to 

recognize the crucial elements impacting the production of 

hydrogen, examine how these elements interact throughout the 

process, and envision potential outcomes under various 

scenarios. Each scenario had been selected with diligence to 

ensure that it precisely embodied significant and plausible 

future circumstances that may have an influence on the 

production of hydrogen. Software via MATLAB was used to 

perform scenario studies to scale the relationships between each 

factor.  The findings of the investigation demonstrated the 

importance of feasibility and scalability in the production of 

hydrogen energy. The outcomes of the present study will hold 

significance for scholars and industry participants, in addition 

to driving worldwide goals regarding sustainable development 

and clean energy. 

 

Keywords— Hydrogen Production, Fuzzy Cognitive Map, 

Sustainable Energy, Energy Transition, Scenario Analysis 

 

INTRODUCTION  

In the 21st century, global energy consumption has increased 

as a result of rising living standards, fast growth in 

populations, and technological improvements [1]. Fossil 

fuels are utilized primarily to meet this demand, which has 

raised concerns with pollution, resource depletion, and 

greenhouse gas emissions [2]. The global energy sector 

continues to shift toward renewable energy to overcome these 

problems. Collaboration amongst communities, businesses, 

and governments is necessary to make this transformation 

happen. In order to limit the increase in global temperature to 

less than 2°C, the 2015 Paris Agreement calls for a reduction 

in CO2 emissions to a maximum of ten gigatons by the year 

2050 [3]. A growing number of individuals are looking to 

hydrogen energy as a way to mitigate climate change and 

replace fossil fuels [4]. However, only 4% of the hydrogen 

produced is produced by the electrolysis of water, with the 

majority of the hydrogen being generated from fossil fuels 

such as coal, heavy oils, and natural gas [5]. Hydrogen is 

more costly than conventional sources of energy due to the 

high expense of production. Yet, due to the extensive use of 

these resources in the production of energy, the supply of 

conventional fossil fuels is limited and is being depleted [6]. 

As a result, future research on producing hydrogen from 

renewable resources will be very important [7]. 

Hydrogen, which is abundant, highly efficient, and produces 

water vapor when burned, is becoming increasingly 

important in reducing greenhouse gas emissions as the 

popularity of smart cities and the integration of renewable 

energy sources grows [8]. In order to fully realize the 

potential of hydrogen, it is necessary to evaluate investment 

prospects and projections for the future.  Depending to the 

manner in which it is produced, hydrogen is divided into a 

number of different groups: green hydrogen from renewable 

sources, blue hydrogen with carbon capture, and gray 

hydrogen from fossil fuels [9]. The most environmentally 

sustainable approach is provided by green hydrogen, which 

is generated by electrolysis utilizing renewable energy; 

photocatalytic processes and thermolysis are additional 

contributing techniques [10]. Thanks to its high energy 

density and minimal transportation and storage losses, 

hydrogen is an ideal option for smart energy systems and 

future energy storage requirements [11]. As Acar and Dincer 

[1] point out, hydrogen makes it possible to integrate 

renewable energy sources into the present system while still 

delivering clean, dependable energy for a variety of uses, 

including industrial, transportation, and home heating. As a 

result, the energy ecology becomes more efficient and 

emissions decline. In conclusion, hydrogen energy has a lot 

of promise for the global energy shift. Hydrogen has the 

potential to provide 30 million jobs, fulfill 18% of the world's 

energy needs, and cut CO2 emissions by 6 gigatonnes per 

year by the year 2050 [12]. The IEA's Future of Hydrogen 

report also provides important information on the role of 

hydrogen in the transport and heating sectors. Vehicles such 

as cars, trucks, and buses may operate on hydrogen, 

especially in areas in which it is difficult to lower emissions 

through alternatives. Additionally, it performs well for long-

distance and heavy transportation, where electrification 

might not be as beneficial. In heating, hydrogen is a viable 
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way for reducing emissions in residential and commercial 

buildings because it can be blended with natural gas and used 

in existing infrastructure for heating [13]. This potential of 

hydrogen energy in many different areas can play a critical 

role in shaping a sustainable future in which hydrogen 

emerges as the cornerstone of the global transition towards a 

clean and renewable energy economy. With ongoing 

research, development, and advancements in hydrogen 

technologies, studies could position hydrogen as a cost-

effective alternative to traditional energy sources. 

 
The structure of this study is organized as follows: the second 
section provides a detailed explanation of the methodology 
employed. The third section focuses on the development and 
analysis of the model and scenarios. The final section 
presents the findings of the study, identifies areas for 
potential improvement, and offers insights into future 
perspectives. 

METHOD:FUZZY COGNITIVE MAPPING 

A cognitive map represents the thought process surrounding 

a problem, emerging from the mapping procedure. These 

maps consist of a network of nodes connected by arrows, a 

specific form of directed graph, where the arrow direction 

indicates perceived causality [14]. Prominent for examining 

and illustrating the connections between different concepts 

within a system, cognitive mapping improves our knowledge 

of how different elements interact and influence each other 

by providing an organized approach to representing complex 

interdependencies [15]. By incorporating fuzzy logic, which 

allows for the representation of uncertainty and varying 

degrees of impact among factors within a system, FCM 

enhances this paradigm. As a result, FCM is particularly 

effective for simulating dynamic systems characterized by 

complexity, ambiguity, and non-linearity. FCM is perfect for 

assessing systems where the variables are vague or subject to 

change since it allows researchers to cope with imprecise data 

and identify delicate correlations [16]. Presented Figure 1 

shows an example of FCM and its corresponding weighted 

adjacency matrix, which forms a central element of this work. 

 

 

 

 

 

 

 

 
 

Figure 1: Graphical Representation of the FCM and its Weighted 

Matrix Form 

 

This study employs FCM to analyze the complex and 

interrelated factors influencing hydrogen production 

globally. FCM is widely regarded as an effective tool for 

modeling systems characterized by uncertainty and multiple 

interacting variables [17]. By incorporating fuzzy logic, FCM 

enables the representation of nuanced causal relationships, 

which is essential for studying real-world systems where the 

strength of influence between variables can vary significantly 

[18]. The FCM model in this research includes critical factors 

such as renewable energy capacity, technological 

advancements,  economic incentives, and regulatory 

frameworks. These factors are interconnected through a set 

of weighted relationships that indicate either positive or 

negative influences. A positive weight suggests that an 

increase in one factor will lead to an increase in another, 

while a negative weight implies an inverse relationship [16]. 

FCMs use nodes for key concepts and directed edges for 

causal relationships. Unlike traditional cognitive maps, 

FCMs assign weights between [-1, 1] to these edges, 

reflecting both the direction and strength of influences [19]. 

The strength of these relationships allowing for a detailed 

understanding of how these factors interact within the 

hydrogen production ecosystem.  

MODEL DEVELOPMENT AND ANALYSIS 

Three sections comprise the model's development and 

analysis: the first addresses the study's content and the 

model's explanation; the second section focuses on creating 

scenarios and provides a brief synopsis of each scenario; and 

the third section presents the results of the scenarios. 

Model Development  

This study's methodology combines a survey of the literature 

with the insights of experts to determine and evaluate the 

major variables affecting hydrogen generation. The content 

of the study, which was started with literature review and 

expert opinion, is shown in Figure 2. 

Figure 2: Content of the Study 

In the beginning, a thorough literature analysis was carried 

out, utilizing a variety of reports, case studies, and scientific 

papers to ascertain the state of knowledge and new 

developments in the energy industry. The foundation for 

identifying factors related to hydrogen production was 

established by this review. To refine and validate the factors 

identified in the literature review, insights were gathered 

from two experts. One expert has extensive experience in 

various departments of the energy sector and currently serves 

as the general manager of a prominent energy company. The 

second expert, affiliated with the Energy Institute at a leading 

university in Turkey, holds a PhD in hydrogen energy. The 

insights of the experts ensured that the model included both 

practical and scholarly viewpoints by validating and refining 

the elements found in the literature. The identified factors 

were then used to develop a relationship matrix, which 

quantified the interactions and influence between different 

variables. The model underwent an iterative procedure to 

further refine the relationships inside the system by adjusting 

factor values depending on preliminary results. 

Subsequently, a detailed model analysis was performed to 

derive insights into how various factors interact within the 

hydrogen production system. A number of scenarios were 
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created based on the model to investigate possible future 

circumstances, such as changes in technological, 

environmental, and economic aspects. Subsequently, these 

scenarios were analyzed to determine how changes in key 

factors could impact hydrogen production, providing 

valuable predictions for future advancements in the industry. 

A scaling was implemented to measure the interactions 

between key factors. A nine-point scale shown in Table 1 was 

used for a detailed and nuanced analysis of the relationships 

within the matrix. This approach allowed the study to capture 

the varying degrees of influence each factor has on the others, 

facilitating a more comprehensive understanding of the 

dynamics involved in hydrogen production. 

Table 1: Nine Point Scale 

 

 

In Table 2, the relationship matrix generated through the 

literature review is presented, whereas Table 3 illustrates the 

relationship matrix constructed based on expert opinions. 

Subsequently, MATLAB was employed to visualize these 

matrices, enabling a more detailed and comprehensive 

analysis. MATLAB, a powerful software platform widely 

used in scientific and technical fields, was chosen for its 

advanced numerical analysis and modeling capabilities. The 

use of MATLAB enhanced the efficiency of handling the 

relationship matrix, which was central to this study's analysis. 

 
Table 2: Relationship Matrix Based on Literature Review 

 

 

The visualization of the matrix derived from the literature 

review is presented in Figure 3, while the visualization of the 

matrix based on expert opinions is shown in Figure 4. 

Graphical representations of the relationships between the 

factors were generated within MATLAB, providing a clear 

visualization of the underlying patterns and dynamics. 

 

 

 

Figure 3: Visualization of Matrix Based on Literature Review 

 

These visual tools were critical for interpreting the complex 

interdependencies among the factors and offered valuable 

insights into how different factors influence hydrogen 

production. Furthermore, MATLAB's capacity for managing 

huge datasets made it possible to investigate possible 

interactions between variables in greater detail, revealing 

nuanced relationships that would not have been seen using 

more conventional techniques. 

 
Table 3: Relationship Matrix Based on Expert Opinions 

 
 

 

 

 

 

 

 

 

 

 

 

 

 
 

In addition to aiding in the identification of important drivers, 

the visualization assisted scenario analysis by offering a solid 

framework for assessing various potential scenarios.  
 

Figure 4: Visualization of Matrix Based on Expert Opinions 
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The initial iterations of the MATLAB model produced 

outputs that highlighted the most influential factors identified 

in the literature is shown in Figure 5. These included: 

 

Public Perception: Public perception has a major role in the 

adoption of green hydrogen. Even though renewable energy 

is widely supported, local issues like the landscape impact 

may make it difficult for people to accept it [20]. Effective 

public education and awareness campaigns are crucial for 

dispelling falsehoods. Community participation initiatives 

that promote inclusiveness and openness have also been 

effective in fostering support for renewable energy projects 

[21]. 

 

Technological innovations: To improve the financial 

feasibility and efficacy of green hydrogen, advancements in 

technology are required. Innovations contain high-

temperature electrolysis and photoelectrochemical cells have 

increased manufacturing efficiency [20]. Wider usage is 

encouraged by the application of nanomaterials, which have 

enhanced catalysts, reduced prices, and sustained energy 

grids via integration with renewable energy sources [22]. 

 

Environmental Policies: Strong environmental regulations 

must be put in place for green hydrogen to thrive. Initiatives 

like the EU's Green Deal demonstrate how important 

hydrogen is to attaining carbon neutrality by 2050 [23]. 

International collaboration and financial incentives like 

subsidies are crucial to overcoming investment and 

regulatory challenges and promoting the sector's growth [22]. 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

Figure 5: Initial Outputs From Literature Review Model 

 

The initial iterations of the MATLAB model produced based 

on expert opinions is shown in Figure 6. As in the model 

analysis based on literature review, technological 

developments were among the factors with the highest value 

in the model based on expert opinions. The two factors with 

the highest value, other than technological developments, are 

hydrogen production and research and development (R&D) 

activities.  

 

Hydrogen production: A variety of technologies are 

commonly utilized in the production of hydrogen. On an 

industrial scale, methods like coal gasification, pyrolysis of 

natural gas, and steam reforming are already in use. Although 

other methods have been extensively investigated, they 

nevertheless remain too costly to implement on a large scale 

at present [24]. In the ongoing effort to reduce carbon 

emissions on a worldwide scale, green hydrogen, generated 

through renewable energy sources, has become a pivotal 

force [25]. Its sustainable production processes position it as 

a key contributor to the decarbonization efforts across various 

sectors [26].  Technological developments in solar water 

splitting, biomass gasification, and electrolysis have been 

major forces behind the advancement of green hydrogen 

technologies. Proton exchange membrane (PEM) and 

alkaline electrolyzers are two instances of electrolysis 

techniques that have undergone substantial advances in cost-

effectiveness, scalability, and efficiency, making them more 

viable for widespread application [27]. Large-scale hydrogen 

generation is now more feasible due to these advancements' 

notable improvements in performance and efficiency. 

 

R&D Activities: The advancement of hydrogen producing 

technology depends on R&D activities. Material innovations 

such laser-structured nickel electrodes have greatly increased 

the efficiency of producing hydrogen.  To commercially 

deploy these technologies economically, PEM and SOEC 

systems must be enhanced through improved catalysts and 

materials [28]. Alternative techniques like photoelectrolysis 

and biophotolysis, which produce hydrogen using biological 

processes and solar energy, are being developed, but further 

research is needed before they can be implemented on an 

extensive basis [23]. Governments are supporting hydrogen 

R&D through various initiatives. For instance, the US 

Bipartisan Infrastructure Law and Canada's Clean Fuels Fund 

both contribute significantly to lowering the price of 

producing green hydrogen [13]. The European Clean 

Hydrogen Alliance is promoting collaboration between 

industry and research institutions to drive innovation and 

meet climate targets. These efforts illustrate how important 

research and development is to transforming hydrogen into a 

sustainable and affordable energy source. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Figure 6: Initial Outputs From Expert Opinions Model 

 

Scenario Analysis  

After the first outputs are obtained, in order to investigate 

possible future trajectories for the production of hydrogen, 

several kinds of scenarios were created, each meant to reflect 
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considerable and plausible changes in the world's energy 

environment. The scenarios included:  
• Isolation of Major Influences: Examining the impact of 

isolating key factors that influence hydrogen production. 

• Increase in Investments and Subsidies: Evaluating the 

potential for increased government funding and financial 

investments to accelerate the production of hydrogen. 

• Economic Recession: Examining the potential effects of a 

downturn on investments associated with producing 

hydrogen.  

• Strict Environmental Regulations: Assessing how strict 

environmental policies affect the development and 

application of hydrogen. 

• Global Energy Crisis: Considering how the development 

of hydrogen technologies may be impacted by a global 

energy crisis. 

 

Each scenario involves giving alternative values to the major 

elements discovered earlier in the study, allowing for a more 

in-depth exploration of how alterations in these values may 

affect the system's overall dynamics. Significant insights into 

the adaptability and robustness of producing hydrogen in 

response to changing global conditions have been obtained 

from this scenario investigation. 
 

Scenario Results 

Significant findings were obtained as a result of the scenario 

analysis applied to both models. Three the following sections 

can be used to examine these results. 

 

Detailed vs. Aggregated Insights: A more thorough 

examination of the dynamics of the system was made 

possible by the detailed matrix, which offered a refined and 

broad understanding of the particular factors affecting 

hydrogen production. On the other hand, the consensus 

matrix provided a higher-level, more comprehensive 

viewpoint that enabled a more comprehensive 

comprehension of hydrogen production. The relationship 

matrix allowed it possible to classify renewable and non-

renewable energy sources and remove less important factors, 

providing a more coherent examination of how the energy 

conditions influence the production of hydrogen. 

 

Analysis of Scenarios Consistency: Both models 

demonstrated consistency in their outcomes over a range of 

scenarios, despite differences in the degree of detail between 

them. This constancy indicates that whether a comprehensive 

or aggregated method is used, the general patterns within the 

hydrogen production system stay consistent.  This result 

emphasizes how well the system adapts to adjustments in 

significant factors.  

 

System Resilience: In both models, the hydrogen production 

system showed a high level of resilience, especially in 

maintaining stability in spite of challenging situations such 

economic downturns or the demise of important drivers. This 

resilience demonstrates the system's ability to adapt to 

external factors without seriously impairing the production of 

hydrogen. 
 

 CONCLUSIONS AND PERSPECTIVE 

 

The implementation of the FCM approach in this study has 

provided significant insights into the intricate relationships 

between technical, economic, and environmental factors 

influencing hydrogen production. The FCM simulations 

underscore the critical importance of feasibility and 

scalability as essential outcomes across all assessed 

scenarios. The findings emphasize that the establishment of 

robust regulatory frameworks, continuous technological 

advancements, and the effective integration of renewable 

energy sources are crucial prerequisites for ensuring the long-

term viability and growth potential of hydrogen generation. 

These elements collectively serve as foundational pillars for 

advancing hydrogen production in a sustainable and scalable 

manner. 

The results additionally emphasize the need for robust 

financial incentives and environmental regulations to get over 

early obstacles, advance technology, and ensure the long-

term viability of hydrogen as a clean energy source. Utilizing 

the FCM methodology, the study was able to simulate several 

scenarios and provide strategic insights into how various 

circumstances may impact the ability to scale and effect of 

hydrogen in the future. It has been demonstrated that 

hydrogen is essential for managing environmental issues, 

especially because of its ability to lower greenhouse gas 

emissions and enhance air quality. From a financial 

standpoint, hydrogen stimulates economic growth and job 

creation while also diversifying the energy mix to improve 

energy security. Technological developments in hydrogen 

generation strategies, such as fuel cells and electrolysis, were 

found to be crucial to promoting innovation and guaranteeing 

the sector's expansion. The study also emphasizes how 

crucial it is to maintain R&D spending and international 

cooperation in order to boost competitiveness on a worldwide 

scale. Ensuring long-term sustainability and energy resilience 

requires coordinating hydrogen production with international 

environmental goals.  

Overall, this research underscores hydrogen’s transformative 

potential and the strategic need for technological, economic, 

and environmental synergies to unlock its full impact on the 

global energy landscape. To address the limitations of this 

study, future research could benefit from refining the model 

in greater detail and incorporating a group decision-making 

approach based on input from a larger pool of experts. In the 

future scope of the study, implementing these adjustments 

would allow for a more comprehensive comparison of the 

results. 
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Abstract— The global demand for electricity continues to 

rise due to factors such as population growth, industrialization, 

and urbanization. Persistent challenges, including rising energy 

costs, increased awareness of climate change, and the depletion 

of fossil fuel reserves, further complicate the global energy 

landscape. In particular, Türkiye faces growing energy 

demands, with the potential for significant shortages in the 

coming decades. Addressing these concerns requires 

coordinated efforts from the government, public, private, and 

institutional investors to ensure sustainable development. 

Achieving affordable, clean, and reliable energy is essential for 

Türkiye's future, making the development of sustainable energy 

sources, particularly renewable alternatives, crucial to reducing 

dependence on fossil fuels and mitigating environmental 

impacts. This study seeks to identify key decision-making 

criteria relevant to selecting renewable energy resources (RER) 

from an investor's perspective, proposing an integrated 

framework to evaluate and choose the best options for Turkiye. 

The decision-making process for RER investments is inherently 

complex, involving both quantitative and qualitative factors. As 

a multi-criteria problem, it is characterized by conflicting and 

uncertain parameters. The Interval Valued Intuitionistic Fuzzy 

(IVIF) set is an effective method for managing these 

uncertainties by incorporating both membership and non-

membership degrees within an interval. This study introduces a 

multi-criteria decision-making approach using an extended 

MULTIMOORA (Multi-objective Optimization by Ratio 

Analysis plus the Full Multiplicative Form) technique, which 

integrates decision-makers' limited knowledge and addresses 

various pressures in the evaluation process. This approach 

ranks alternatives and manages imprecise data to determine the 

most suitable RER options. An application of the proposed 

method is provided, with its effectiveness validated through 

sensitivity and comparative analyses. 

Keywords— Renewable Energy Resources, Decision Making, 

Interval Valued Intuitionistic Fuzzy, MULTIMOORA Technique 

INTRODUCTION 

The ever-increasing global population, coupled with rapid 
industrialization and urban expansion, has led to a substantial 
rise in electricity demand. This surge in energy needs presents 
different challenges, including escalating energy prices, 
increased awareness of global climate change, and the 
ongoing depletion of fossil fuel resources. As energy 
consumption continues to climb, these issues are expected to 
persist and even intensify [1].  

 Türkiye faces critical energy challenges, as growing 
demands, if unmet, could lead to shortages that threaten both 
energy security and economic stability.[2]. Therefore, it is 

imperative for various stakeholders, including the 
government, public sector, private enterprises, and 
institutional investors, to collaborate on developing 
sustainable energy solutions. 

In this context, the pursuit of sustainable energy resources 
is of paramount importance. Renewable energy resources 
(RER), characterized by their cleanliness and potential for 
long-term sustainability, offer a promising alternative to 
traditional fossil fuels. The strategic selection of suitable 
RERs is crucial for ensuring that Türkiye meets its future 
energy needs while minimizing environmental impact [3]. 
However, the process of selecting the most appropriate RER 
is complex and multifaceted process. It involves considering 
a range of criteria that encompass both quantitative and 
qualitative factors. The decision-making process is further 
complicated by the inherent uncertainties and conflicting 
parameters associated with RER investments [2], [3]. 

To address these challenges, this study proposes an 
integrated decision-making framework that utilizes a multi-
criteria analysis approach. Moreover, the integration of 
Interval Valued Intuitionistic Fuzzy (IVIF) set is employed to 
handle uncertainties by incorporating both membership and 
non-membership degrees within an interval [4], [5]. The 
MULTIMOORA (Multi-objective Optimization by Ratio 
Analysis plus the Full Multiplicative Form) technique [6], [7] 
is extended to evaluate and rank potential RER options based 
on limited decision-makers' knowledge and the pressures of 
the evaluation process. Through this framework, the study 
aims to identify and prioritize the most suitable RER 
alternatives for Türkiye, thereby contributing to the country's 
energy security and sustainable development goals.  

The study begins by identifying the key criteria and sub-
criteria necessary for selecting RER in Türkiye. These criteria 
are then evaluated using the IVIF set to account for 
uncertainties and imprecise data. Next, the extended 
MULTIMOORA technique is applied to rank the RER 
alternatives based on the evaluated criteria. Following this, the 
results are validated through sensitivity and comparative 
analyses to ensure the robustness and reliability of the 
rankings. Finally, the study concludes by identifying the most 
suitable RER options for Türkiye and discussing the 
implications of these findings for energy policy and 
investment. 

PROBLEM DEFINITION 

Energy demand is escalating globally due to rapid 
industrialization and population growth. Addressing this 
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increasing demand presents significant challenges, 
particularly for countries like Türkiye, where energy security 
and sustainable development are critical concerns [1]. The 
conventional reliance on fossil fuels is no longer viable due to 
their finite nature and the adverse environmental impacts 
associated with their use. As a result, there is a pressing need 
to shift towards RER that can provide clean, sustainable, and 
reliable energy [2]. RER are defined as domestic sources with 
the potential to provide energy services while emitting little to 
no air pollutants and greenhouse gases [8]. Examples of RER 
include biomass, hydropower, geothermal, solar, and wind 
energy, all of which are inexhaustible and offer significant 
environmental and economic advantages over conventional 
energy sources. Each type of RER has distinct benefits that 
make it particularly suitable for specific applications in certain 
regions [9]. However, during the application process, 
decision-makers may face challenges in the energy planning 
process, especially when selecting the most appropriate 
renewable energy alternative among various options. 

The selection of appropriate RERs for investment is a 
complex, multi-faceted problem that involves evaluating a 
variety of criteria. These criteria include not only the technical 
and economic feasibility of the energy resources but also their 
environmental impact and social acceptability. Additionally, 
the decision-making process is complicated by the presence of 
uncertainties and conflicting objectives. For instance, an 
energy resource that is economically viable may not be the 
most environmentally friendly option, and vice versa. 

Given these complexities, traditional decision-making 
approaches may fall short in effectively evaluating and 
selecting the most suitable RERs. To overcome these 
limitations, advanced multi-criteria decision-making 
(MCDM) methods are required. These methods must be 
capable of handling both the quantitative and qualitative 
aspects of the decision-making process, as well as the 
uncertainties inherent in the evaluation of RERs. 

In evaluating RER, the main criteria considered include 
technical (C1), economic (C2), political (C3), social (C4), and 
environmental aspects (C5) [10]. Under the technical aspects 
[11], Efficiency (C11) is a key sub-criterion, assessing how 
much useful energy can be derived from a given energy 
resource. Feasibility (C12), another technical sub-criterion, 
involves assessing the likelihood of successful policy 
implementation and evaluating the security of its execution. 
Safety (C13) focuses on the system's ability to protect the 
surrounding environment and ensure the safety of individuals. 
Lastly, Risk (C14) measures the potential for implementation 
issues by examining the frequency and severity of failures in 
tested scenarios. 

Economic aspects are crucial in RER decision-making, 
encompassing several sub-criteria [2]. Investment cost (C21) 
is a primary economic factor, covering the expenses 
associated with purchasing mechanical equipment and 
technological installations, and is widely used to evaluate 
energy systems. Operation and maintenance cost (C22) is 
another economic sub-criterion, encompassing the costs 
related to system maintenance, equipment, labor, and energy-
related products and services. Return on investment (C23) 
evaluates the financial viability of the proposed renewable 
energy alternative, considering whether the project is worth 
the investment. 

Political aspects [12] also play a significant role, with sub-
criteria like Foreign dependency (C31), which assesses how 
the national energy policy aligns with the renewable energy 

alternative and examines the country’s dependence on 
international regulations. Compatibility with political and 
legislative situation (C32) measures the alignment between 
government policies and the proposed energy policy, 
considering factors such as government incentives, 
institutional actors' stances, and public information policies. 
Compatibility with national energy policy (C33) looks at how 
well the renewable energy resources align with the country's 
overall energy strategy. 

Social aspects are evaluated through criteria such as social 
benefits, social acceptability, and job creation [13]. Social 
benefits (C41) include the advantages provided by renewable 
energy sources, such as enhancing social life and generating 
income, which can prevent rural depopulation and improve 
public welfare. Social acceptability (C42) reflects the local 
population’s overall opinions and acceptance of renewable 
energy sources. Job creation (C43) relates to the direct and 
indirect employment opportunities generated by renewable 
energy projects, as well as the potential for new professional 
fields to emerge. 

Lastly, environmental aspects focus on factors like 
greenhouse gas emissions, land use requirements, ecosystem 
impact, and waste disposal [3]. Greenhouse emissions (C51) 
include gases like CO2 and NOx, which contribute to air 
pollution, acid rain, and climate change. Land use requirement 
(C52) refers to the space needed for energy systems to operate 
efficiently, emphasizing the importance of securing 
appropriate land to avoid economic losses. Finally, Impact on 
ecosystem (C53) examines the potential risks to ecosystems, 
such as the disruption to wildlife caused by wind turbines. 

In this study, we address this problem by proposing an 
integrated decision-making framework that combines the 
IVIF set with an extended version of the MULTIMOORA 
technique [5], [14]. The IVIF set is particularly useful for 
dealing with the uncertainties associated with the decision-
making process, as it allows for the incorporation of both 
membership and non-membership degrees within an interval 
[4]. The extended MULTIMOORA technique, on the other 
hand, provides a comprehensive approach to evaluating and 
ranking RER options based on multiple criteria. 

By applying this integrated framework, we aim to identify 
the most suitable RER alternatives for Türkiye, taking into 
account the various challenges and uncertainties associated 
with the decision-making process. The proposed methodology 
not only addresses the complexities of RER selection but also 
offers a practical tool for policymakers and investors to make 
informed decisions that contribute to Türkiye's energy 
security and sustainable development goals. 

METHODOLOGY 

In this study, we propose a comprehensive methodology 
to address the complexities involved in selecting the most 
suitable RER for Türkiye. The methodology is designed to 
handle the inherent uncertainties and conflicting criteria 
associated with MCDM in the context of energy investments. 
Our approach integrates the IVIF set with an extended version 
of the MULTIMOORA technique. 

IVIF Set 

The IVIF set is employed to manage the uncertainty and 
vagueness inherent in the decision-making process. 
Traditional fuzzy sets consider only the degree of membership 
of an element to a fuzzy set [15]. However, the IVIF set 
extends this by incorporating both membership and non-
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membership degrees within an interval, thus providing a more 
flexible and comprehensive framework for handling 
uncertainty [16]. This approach is particularly useful in 
situations where decision-makers have limited information or 
where the criteria are subject to subjective judgment. 

MULTIMOORA Technique 

The MULTIMOORA method is a robust MCDM 
technique that combines three distinct methods: Ratio System, 
Reference Point Approach, and the Full Multiplicative Form  
[7]. This combination allows for a comprehensive evaluation 
of alternatives based on multiple criteria [7], [17]. The 
extended MULTIMOORA technique used in this study is 
adapted to incorporate the IVIF set, enabling it to effectively 
manage the imprecise data and uncertainties associated with 
RER selection. 

Integrated Decision-Making Framework 

The proposed methodology begins by identifying the 
relevant criteria and sub-criteria for RER selection. These 
criteria are then evaluated using the IVIF set to account for the 
uncertainties in the decision-making process. Following this, 
the extended MULTIMOORA technique is applied to rank the 
RER alternatives. The integration of these methods ensures 
that the decision-making process is both rigorous and 
adaptable to the complexities of RER investment. 

Let X be a fixed set. An IVIF set in relation to an element 

x in 𝐴̃ is defined as an ordered pair consisting of an interval-
valued membership degree and an interval-valued non-

membership degree. The IVIF set, denoted as𝐴̃, has 
membership values 𝜇̃𝐴(𝑥) ⊂ [0,1] and non-membership 
values 𝜈𝐴(𝑥) ⊂ [0,1], where x ∈ X, subject to the condition 
that 𝜇̃𝐴(𝑥) + sup 𝜈𝐴(𝑥) ≤ 1. For ease of notation, the lower 

and upper bounds of the IVIF set are referred to as 𝐴̃ =
[𝜇𝐴
𝐿 , 𝜇𝐴

𝑈], [𝐴
𝐿 , 𝐴

𝑈] or 𝐵̃ = [𝜇𝐵̃
𝐿 , 𝜇𝐵̃

𝑈], [𝐵̃
𝐿 , 𝐵̃

𝑈]. 

IVIF MULTIMOORA Methodology 

The steps for applying the IVIF MULTIMOORA 
methodology are outlined as follows: 

Step 1: Collect Judgments from Decision Makers (DMs) 

Based on their expertise and prior knowledge, DMs are 
required to provide their judgments for each factor in the 
decision matrix using linguistic terms. This involves 
expressing their opinions on alternative 𝐴𝑖 across criterion 𝐶𝑗 
from the perspective of each DM. 

 Step 2: Convert Linguistic Variables into IVIF Numbers 

Since linguistic variables are not directly usable in 
mathematical operations, the next step is to standardize the 
DMs' evaluations by transforming these variables into IVIF 
numbers. The decision matrix is then built using these IVIF 
numbers, representing the alternatives and criteria as well as 
the weights assigned by DMs to each criterion.  

Step 3: Determine the Weights of DMs 

Assuming there are k DMs, the weights assigned to each 

DM, 𝜆𝑘(1 < 𝑘 < 𝐾), are calculated using a predetermined 
equation (Eq. 1) [18]. The importance of the DMs is assessed 
using a linguistic scale, as shown in Table II.  

𝜆𝑘 =
√
1
2
[(1 − 𝜋𝐴

𝐿𝑘)
2

+ (1 − 𝜋𝐴
𝑈𝑘)

2

]

∑ √
1
2
[(1 − 𝜋𝐴

𝐿𝑙)
2

+ (1 − 𝜋𝐴
𝑈𝑙)

2

]𝐾
𝑙=1

 (1) 

Step 4: Calculate Criteria Weights 

To evaluate the m alternatives 𝐴1, 𝐴2, … , 𝐴𝑚, based on n 
criteria𝐶1, 𝐶2, … , 𝐶𝑛, the weight vectors 𝑤1, 𝑤2, … , 𝑤𝑛are 
determined. These weights must satisfy the condition 𝑤𝑗 ≥0, 

𝑗 = 0, 𝑗 = 1, 2, … , 𝑛 and ∑ 𝑤𝑗 = 1
𝑛
𝑗=1 , representing the 

relative importance of each criterion. Entropy weights of 
criteria are determined using Eq. (2). 

𝑤̌𝑗 = 1 −
∑

𝑤𝑗(𝜇𝐴̃
𝐿
𝑖𝑗
+𝜇

𝐴̃
𝑈
𝑖𝑗
)

2
𝑛
𝑗=1

√
∑

𝑤𝑗(𝜇𝐴̃
𝐿
𝑖𝑗

2
+𝜇
𝐴̃
𝑈
𝑖𝑗

2
+
𝐴̃
𝐿
𝑖𝑗

2
+
𝐴̃
𝑈
𝑖𝑗

2
)

2
𝑛
𝑗=1

, 𝑤𝑗 =
1−𝑤̌𝑗

𝑛−∑ 𝑤̌𝑗
𝑛
𝑖=1

 (2) 

Step 5: Construct the Aggregated Matrix 

IVIF numbers are aggregated into group TIFNs 
(Triangular Intuitionistic Fuzzy Numbers). The Interval 
Valued Intuitionistic Fuzzy Weighted Averaging (IIFWA) 
operator [19] is used for this aggregation (Eq. 3). The 
aggregated decision matrix is formed for each alternative, 
incorporating the opinions of all DMs. Let 𝑅(𝑘)  =
(𝑟(𝑘)𝑖𝑗)𝑚𝑥𝑛represent the decision matrix of the kth DM for 

alternatives, which is then merged into a group decision 
matrix using the DMs' weights {λ1, λ2, . . . λn}  calculated 
earlier. 

𝐼𝐼𝐹𝑊𝐴 = ([1 −∏(1− 𝜇𝐴
𝐿)
𝜆𝑘

n

j=1

, 1 −∏(1− 𝜇𝐴
𝑈)

𝜆𝑘
n

j=1

] , [∏(𝑣𝐴
𝐿)
𝜆𝑘

n

j=1

,∏(𝑣𝐴
𝑈)

𝜆𝑘
n

j=1

]) (3) 

Table 1: Lınguıstıc Variables For Ratıng Alternatıves.  

 
Table 2: Importance Weigts As Lınguıstıc Varıables. 

 

Step 6: Normalize the Decision Matrix 

The initial values of the criteria are normalized using Eqs. 

(4) and (5). The normalized decision matrix is denoted as 𝑅̃ =
[𝑟̃𝑖𝑗]𝑚𝑥𝑛 where, 𝑟̃𝑖𝑗=[𝑎𝑖𝑗

𝐿 , 𝑎𝑖𝑗
𝑈 ], [𝑏𝑖𝑗

𝐿 , 𝑏𝑖𝑗
𝑈] 

𝑎𝑖𝑗
𝐿 =

𝜇𝑖𝑗
𝐿

(∑ ((𝜇𝑙𝑗
𝐿 )

2
+ (𝜇𝑙𝑗

𝑈)
2
)𝑚

𝑙=1 )

1
2

, 𝑎𝑖𝑗
𝑈 =

𝜇𝑖𝑗
𝑈

(∑ ((𝜇𝑙𝑗
𝐿 )

2
+ (𝜇𝑙𝑗

𝑈)
2
)𝑚

𝑙=1 )

1
2

 (4) 

𝑏𝑖𝑗
𝐿 =

𝑣𝑖𝑗
𝐿

(∑ ((𝑣𝑙𝑗
𝐿 )
2
+ (𝑣𝑙𝑗

𝑈)
2
)𝑚

𝑙=1 )

1
2

, 𝑏𝑖𝑗
𝑈 =

𝑣𝑖𝑗
𝑈

(∑ ((𝑣𝑙𝑗
𝐿 )
2
+ (𝑣𝑙𝑗

𝑈)
2
)𝑚

𝑙=1 )

1
2

 (5) 

 

Step 7: Establish the Weighted-Normalized Decision 
Matrix 

Using the criteria weights calculated in Step 4, the 
weighted-normalized decision matrix is constructed. This is 
done using the IVIF scalar multiplication operator, denoted as 
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𝑅̇̃ = 𝑟̇̃𝑖𝑗 representing the weighted performance rating of the 

ith alternative with respect to the jth criterion. 

𝑅̇̃ = 𝑟̃𝑖𝑗 ∗ 𝑤𝑗 (6) 

Step 8: Calculate the Score of Alternatives for the Ratio 
System 

The criteria are divided into two groups: benefit criteria 
("more is better") (bc) and cost criteria ("less is better") (cc). 
The score for each alternative, ỹi, i = 1, 2, … ,m, is computed 
using Eq. (7), where benefit criteria are ranked as 
C1, C2, … , Cg, and cost criteria are ranked as Cg+1, Cg+2, … , Cn. 

ỹi = ∑ 𝑟̇̃𝑖𝑗

g

j=1

− ∑ 𝑟̇̃𝑖𝑗

n

j=g+1

 (7) 

Step 9: Calculate the Score of Alternatives for the 
Reference Point Approach 

For each alternative, P̃i represents an IVIF number, and 𝑟𝑗 
corresponds to the best criteria values. IVIF mathematical 
operations are applied to calculate the Min-Max metric based 
on the Tchebycheff formula (Eq. 8). 

P̃i = min
(𝑖)
{max

𝑗
|𝑟𝑗 − 𝑟̇̃𝑖𝑗|} (8) 

Step 10: Compute the Overall Utility Function Using the 
Full Multiplicative Form 

This step involves applying a utility function that 
combines maximization and minimization. The overall utility 
of each alternative is expressed as a dimensionless number, 
calculated using Eq. (9) with the IVIF division operator. For 

each alternative 𝐴̃𝑖 = ∏ 𝑟̇̃𝑖𝑗
𝑔
𝑗=1 , the IVIF product is maximized 

for the criteria g = 1, …, and n, and minimized for the criteria 

𝐵̃𝑖 = ∏ 𝑟̇̃𝑖𝑗
𝑛
𝑗=𝑔+1 . 

𝑈𝑖 = 𝐴̃𝑖/𝐵̃𝑖 (9) 

Step 11. Rank the Alternatives 

Finally, the alternatives are ranked based on the Ratio 
System, Reference Point Approach, and Full Multiplicative 
Form. To do this, the defuzzification process (Eq. 10) [20] is 
applied to obtain the defuzzified values Yi, Pi, and Ui 

corresponding to ỹi, P̃i, 𝑈𝑖. A dominance theory approach [17] 
is then used to consolidate the three rankings into a final 
ranking. 

𝜇
𝐴̃
𝐿+𝜇

𝐴̃
𝑈+(1−

𝐴̃
𝐿 )+(1−

𝐴̃
𝑈)+𝜇

𝐴̃
𝐿∗𝜇

𝐴̃
𝑈−√(1−

𝐴̃
𝐿 )+(1−

𝐴̃
𝑈)

4
            

(10) 

APPLICATION AND VALIDATION 

A case study is conducted to demonstrate the practical 
application of the proposed methodology by evaluating and 
ranking renewable energy alternatives for Türkiye. The results 
are validated through sensitivity and comparative analyses, 
ensuring the robustness of the methodology and alignment of 
the selected options with Türkiye’s energy security and 
sustainable development objectives. 

This integrated decision-making framework offers a 
powerful tool for policymakers and investors to navigate the 
complexities of RER selection. By combining the strengths of 
the IVIF set and the MULTIMOORA technique, the 
methodology provides a balanced approach to managing 
uncertainty and evaluating multiple criteria, ultimately 

guiding the selection of the most suitable RER for Türkiye. 
The model is developed by investors focused on researching, 
developing, constructing, and operating power generation 
plants utilizing RER. There are three DMs, each with equal 
importance, who assess the criteria from the investors' 
perspectives. The hierarchical structure for selecting the most 
appropriate renewable energy source is illustrated in Figure 1. 

Results and Discussion 

The proposed integrated methodology was applied to a 
case study in Türkiye to identify and rank the most suitable 
RER. This section presents the findings of the study and 
discusses the implications of the results. Equal importance is 
given to all DMs. The varying rankings in the literature can be 
attributed to factors such as the choice of experts, decision 
criteria, and the use of different MCDM methods. Each 
MCDM technique has its own strengths and weaknesses, 
performing differently depending on the decision-making 
context. Therefore, there isn’t a universally "best" method, but 
rather one that is more appropriate for a given situation. The 
prioritization of solar energy, followed by wind energy, in 
Türkiye can be interpreted in several ways. One reason could 
be that these two energy sources are more viable across 
multiple dimensions, including favorable legislation, easier 
licensing from local authorities, and fewer environmental 
challenges associated with their deployment. The rise of solar 
and wind energy in Türkiye is also linked to the establishment 
of a more supportive institutional framework, recent 
developments in national regulatory processes, improvements 
in technical infrastructure, and increasing interest from 
investors. 

Criteria Weighting and Evaluation 
The initial step in the analysis involved identifying and 

assigning weights to the relevant criteria and sub-criteria for 
RER selection. The criteria were chosen based on their 
significance in the context of Türkiye’s energy needs and 
sustainable development goals. Utilizing the IVIF set, DMs 
were able to express their preferences with a degree of 
uncertainty, reflecting the complexities inherent in RER 
evaluation. 

 

Figure 1:  The hierarchical structure for selecting renewable 

energy source 
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The criteria included factors such as economic feasibility, 
environmental impact, social acceptability, and technical 
reliability. Each criterion was evaluated using the IVIF set, 
allowing for a nuanced assessment that accounted for both the 
membership and non-membership degrees within an interval. 
This approach provided a more flexible and accurate 
representation of the decision-makers' preferences compared 
to traditional fuzzy methods. 

Application of the MULTIMOORA Technique 
Following the evaluation of the criteria, the extended 

MULTIMOORA technique was employed to rank the RER 
alternatives. This technique, which integrates the Ratio 
System, Reference Point Approach, and Full Multiplicative 
Form, allowed for a comprehensive evaluation of the 
alternatives based on the weighted criteria. The use of the IVIF 
set in conjunction with MULTIMOORA facilitated the 
handling of imprecise data and uncertainties, ensuring that the 
rankings were robust and reflective of the complex decision-
making environment. Table 3 through Table 9 gives the 
numerical results of the applied methodology. 

Table 3: Ratings of Alternatives by DMs 
 𝑨𝟏 𝑨𝟑 𝑨𝟓 𝑪𝒋 

DM 𝑫𝑴𝟏 𝑫𝑴𝟐 𝑫𝑴𝟑 𝑫𝑴𝟏 𝑫𝑴𝟐 𝑫𝑴𝟑 𝑫𝑴𝟏 𝑫𝑴𝟐 𝑫𝑴𝟑 𝑫𝑴𝟏 𝑫𝑴𝟐 𝑫𝑴𝟑 

𝑪𝟏𝟏 MG B MG MG MB B G VG MB EG B G 

𝑪𝟏𝟐 B B MB VVB VG VG VVG VG VG M VB MB 

𝑪𝟏𝟑 MG VB VG VVG G VG VVB MG G MG VVG VVG 

𝑪𝟏𝟒 MB M VVG G G G G VG G VG G VB 

𝑪𝟐𝟏 MG G G VVB B MB MB VVG B MG VG M 

𝑪𝟐𝟐 VVB VG G MB VB VVG B G VB G VB VB 

𝑪𝟐𝟑 MB VVG VB G G G VVG VVG G M VVG VVG 

𝑪𝟑𝟏 B G B VVG MB MB MG VG MB VG M VG 

𝑪𝟑𝟐 VG B MG VVB MB B VVB VG MB B MB MB 

𝑪𝟑𝟑 EB B MB G VG VG G VG VG VB G VVG 

𝑪𝟒𝟏 MB VB VG MG G VG MB MG G VVB VVG VG 

𝑪𝟒𝟐 VB M VVG G G G VVG VG G VB VG VG 

𝑪𝟒𝟑 EB G G G B MB G VVG B MG VB G 

𝑪𝟓𝟏 MG VG G MG VB VVG MB G VB M MG MG 

𝑪𝟓𝟐 VB VVG VB VVB G G VVG VVG G MG M EG 

𝑪𝟓𝟑 VB G MB G VVG G VVB VVG VVG VVG MB MG 

Table 4: Respective Criteria Weights 
𝑪𝒋 𝑪𝟏𝟏 𝑪𝟏𝟐 𝑪𝟏𝟑 𝑪𝟏𝟒 𝑪𝟐𝟏 𝑪𝟐𝟐 𝑪𝟐𝟑 𝑪𝟑𝟏 

𝒘𝒋 0.071 0.038 0.071 0.065 0.066 0.044 0.071 0.069 

Rank 1 15 3 11 10 14 4 8 

𝑪𝒋 𝑪𝟑𝟐 𝑪𝟑𝟑 𝑪𝟒𝟏 𝑪𝟒𝟐 𝑪𝟒𝟑 𝑪𝟓𝟏 𝑪𝟓𝟐 𝑪𝟓𝟑 

𝒘𝒋 0.037 0.069 0.069 0.067 0.057 0.059 0.071 0.069 

Rank 16 6 5 9 13 12 1 7 

Table 5: Benefit/Cost Ratio 

 𝑨𝟏 𝑨𝟑 𝑨𝟓 

 [L, U], [L, U] [L, U], [L, U] [L, U], [L, U] 

bc 0.09 0.11 0.35 0.37 0.08 0.10 0.35 0.37 0.08 0.12 0.34 0.36 

cc 0.07 0.08 0.47 0.49 0.06 0.08 0.45 0.47 0.05 0.07 0.48 0.50 

Table 6: Ratio System Variables 

𝒀̃𝒊 [L, U], [L, U] 

𝑨𝟏 0.024 0.032 0.737 0.751 

𝑨𝟐 0.007 0.010 0.803 0.808 

𝑨𝟑 0.024 0.022 0.782 0.785 

𝑨𝟒 0.020 0.024 0.765 0.772 

𝑨𝟓 0.029 0.050 0.711 0.728 

Table 7: Reference Point Variables 

𝑷̃𝒊 [L, U], [L, U] 

𝑨𝟏 0.032 0.033 0.938 0.941 

𝑨𝟐 0.024 0.023 0.923 0.929 

𝑨𝟑 0.029 0.032 0.925 0.933 

𝑨𝟒 0.029 0.031 0.933 0.939 

𝑨𝟓 0.023 0.021 0.932 0.939 

Table 8: Full Multiplicative Form Variables 

𝑼̃𝒊 [L, U], [L, U] 

𝑨𝟏 5.58E-05 1.82E-04 9.81E-01 9.83E-01 

𝑨𝟐 4.05E-05 5.50E-05 9.88E-01 9.89E-01 

𝑨𝟑 3.52E-04 1.73E-04 9.82E-01 9.83E-01 

𝑨𝟒 2.86E-04 2.34E-04 9.83E-01 9.84E-01 

𝑨𝟓 1.56E-04 8.09E-04 9.71E-01 9.75E-01 

Table 9: Respective Values and Final Ranking 
 𝒀𝐢 Rank 𝑷𝐢 Rank 𝑼𝐢 Rank Ranking 

𝑨𝟏 0.922 4 0.969 2 0.995 4 4 

𝑨𝟐 0.947 1 0.970 4 0.997 1 1 

𝑨𝟑 0.934 2 0.967 1 0.996 3 2 

𝑨𝟒 0.931 3 0.969 3 0.996 2 3 

𝑨𝟓 0.910 5 0.973 5 0.993 5 5 

Ranking of Renewable Energy Resources 
The application of the integrated methodology yielded a 

ranking of RER alternatives, providing valuable insights into 
the most suitable options for Türkiye. The results indicated 
that certain RERs, such as solar and wind energy, emerged as 
the most favorable options due to their high scores across 
multiple criteria. These resources were found to offer a 
balanced combination of economic viability, environmental 
sustainability, and social acceptance, making them strong 
candidates for future energy investments in Türkiye. 

In contrast, other RERs, such as biomass and geothermal 
energy, received lower rankings due to their comparatively 
higher costs, potential environmental concerns, or lower 
levels of social acceptance (see Table 9). However, these 
resources still represent viable options for specific contexts or 
regions within Türkiye, particularly where local conditions are 
favorable. 

Sensitivity and Comparative Analysis 
To ensure the robustness of the results, sensitivity and 

comparative analyses were conducted. The sensitivity 
analysis involved varying the weights of the criteria to assess 
the stability of the rankings. The results demonstrated that the 
rankings were generally stable, with solar and wind energy 
consistently emerging as top choices across different weight 
scenarios. This stability underscores the reliability of the 

 

 
Figure 2: Sensitivity Performance of Criteria and Alternatives 
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proposed methodology in guiding RER selection (see Figure 
2). 

The comparative analysis involved comparing the results 
of the proposed methodology with those obtained from 
traditional decision-making approaches. The comparison 
revealed that the integrated methodology provided more 
nuanced and accurate rankings, particularly in managing the 
uncertainties associated with RER evaluation (see Figure 2). 
This highlights the advantages of using advanced MCDM 
techniques, such as the IVIF set and MULTIMOORA, in 
complex decision-making contexts.  

CONCLUSION 

In this study, we developed and applied an integrated 
decision-making framework designed to address the 
complexities of selecting RER for Türkiye. The framework 
effectively combines the IVIF set with an extended version of 
the MULTIMOORA technique to handle the uncertainties and 
conflicting criteria inherent in MCDM. The findings 
underscore the importance of a systematic and comprehensive 
approach to RER selection. By integrating the IVIF set, we 
were able to account for the uncertainties associated with the 
subjective judgments of decision-makers, providing a more 
accurate and flexible assessment of the criteria. The use of the 
extended MULTIMOORA technique further enhanced the 
robustness of the evaluation process, allowing for a thorough 
ranking of RER alternatives based on multiple, often 
conflicting, criteria. The results of the case study applied to 
Türkiye highlighted solar and wind energy as the most suitable 
options for future energy investments, given their strong 
performance across economic, environmental, and social 
criteria.  

The consistency of these findings, even under varying 
criteria weights as in sensitivity analysis, confirms the 
reliability of the proposed methodology in guiding RER 
selection. Furthermore, the comparative analysis 
demonstrated that the integrated framework offers significant 
advantages over traditional decision-making approaches, 
particularly in managing imprecise data and uncertainties. 
Accordingly, this suggests the methodology could be broadly 
applied in other complex and uncertain decision-making 
contexts. 

In conclusion, this study provides a valuable tool for 
policymakers and investors in Türkiye as they seek to meet 
the country’s growing energy demands while advancing its 
sustainable development goals. The integrated decision-
making framework not only facilitates the selection of the 
most appropriate RERs but also contributes to the broader 
objective of ensuring energy security and environmental 
sustainability. Future research could build on this work by 
applying the methodology to different geographic regions or 
sectors, thereby expanding its applicability and relevance. 
Additionally, further refinement of the criteria and 
incorporation of emerging energy technologies could enhance 
the framework’s effectiveness in addressing the dynamic 
nature of the energy sector. 
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Abstract— This paper introduces an innovative AI-driven 

model designed to optimize an integrated multi-energy system 

that incorporates renewable energy sources (RESs) and demand 

response programs. The model aims to minimize operational 

costs and carbon footprint while maximizing the penetration of 

renewable energy, thereby enhancing system efficiency and 

sustainability. As Dr. Asaridis highlights the importance of 

reducing carbon emissions in energy systems through the 

application AI algorithms, this model, effectively coordinates 

the production, and consumption of energy, optimizing the use 

of various renewable sources and adaptive demand response 

mechanisms. This approach not only addresses the reduction of 

carbon emissions but also significantly improves the 

affordability and reliability of energy supply. The results from 

simulations illustrate substantial improvements in economic 

and environmental performance metrics, underlining the 

model’s capability to support a sustainable energy transition. 

This work contributes to advancing sustainable consumption 

and production by promoting the integration of clean energy 

technologies, echoing the principles of SDG 12 and indirectly 

supporting the universal access to sustainable energy. 

Keywords—AI, optimization, consumption, energy 

INTRODUCTION  

Decarbonization has become one of the most important 
goals of global energy policy, driven by the urgency to 
mitigate climate change through sustainable practices. 
Meeting rising energy demand in a sustainable way requires a 
shift to clean, affordable energy sources. Renewable energy 
sources (RES) such as solar and wind energy are particularly 
promising and have the potential to position electricity as the 
dominant environmentally friendly and cost-effective fuel for 
future energy systems [1, 2]. However, the intermittent and 
unpredictable nature of renewable energy, which is largely 
influenced by weather conditions, poses a major challenge to 
maintaining stable grid operations. This variability requires 
the development of advanced energy management systems 
(EMS) that can balance generation and consumption in real 
time [3]. 

Microgrid (MG) technology provides a robust solution for 
harnessing distributed renewable energy (DRE) and ensures 
stable and efficient operation through the integration of an 
advanced EMS. In grid-connected mode, MGs have the added 
ability to swap energy with the wider distribution grid, 
optimizing energy flow and cost efficiency [4]. Beyond 
electricity, MGs are increasingly evolving into multi-energy 
microgrids (MEMGs), which are capable of managing and 
optimizing multiple forms of energy — such as electricity, 
heat and gas — in a single, interconnected system. In this 
context, MEMGs offer a promising solution as they integrate 

multiple energy sources and customers, providing flexibility, 
resilience and improved distribution efficiency. This global 
shift towards sustainable, modernized energy systems is also 
supported by international agreements that aim to minimize 
environmental impact. One such initiative is the sustainable 
development goals (SDGs) introduced by the United Nations. 
They emphasize the importance of efficient energy use and the 
development of smart cities to accelerate the transition to a 
low-carbon future [5]. 

These systems can operate under centralized control, 
managed by a single entity, or under decentralized control, 
where multiple players share responsibility for management. 
Both approaches can coexist in a unified management 
framework and improve flexibility and resilience in energy 
optimization. Energy management in MGs is usually 
considered as an optimization task to reduce costs, 
distinguishing between model-based, deterministic methods 
that use predefined models and model-free, learning-based 
methods that adaptively optimize performance [6]. In [7], a 
mixed-integer linear programming (MILP) model for 
unbalanced three-phase AC microgrids was proposed, which 
aims to minimize operating costs by optimally scheduling 
resources for the day in advance. Similarly, [8] employed a 
stochastic p-robust optimization method using the ϵ-constraint 
technique to account for uncertainties in MEMGs, excluding 
emissions related to the external grid and LNG transactions. 
In addition, [9] introduced a cumulative relative regret 
decision approach for optimal MEMG energy management 
under renewable energy-related uncertainties, focusing solely 
on thermal demand response programs (DRPs) without 
considering emissions. 

Developing a model-based energy management strategy for 
microgrids (MGs) requires accurate modeling of each 
component, as the choice of models and parameters directly 
affects dispatch results. While these methods are effective 
when well defined, they are prone to inaccuracies in parameter 
selection and may require a complete redesign of the system 
if the topology, size, or capacity of the MG changes, making 
them labor intensive [10]. In contrast, learning-based 
approaches for energy management tasks such as renewable 
energy and load forecasting, frequency control, and genset 
optimization have gained prominence. These data-driven 
techniques eliminate the need for explicit models and instead 
use data to adaptively optimize the MG performance, where 
the problem is often formulated as a Markov Decision Process 
(MDP) [4]. For instance, in [11], reinforcement learning (RL) 
was combined with Monte- Carlo tree search (MCTS) for the 
dynamic dispatch of battery energy storage systems (BESS) in 
MGs to optimize the charge/discharge cycles to extend battery 
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lifetime. Similarly, an energy management system (EMS) in 
[12] used a finite MDP and a Q-learning algorithm to 
minimize operational costs in a campus MG, considering  

network and technical constraints through sequential decision 
making.  

Motivation and contribution 

Artificial intelligence (AI) is a transformative tool with 
significant potential to advance the United Nations 
Sustainable Development Goals (SDGs). In particular, AI can 
contribute to SDG 7 (Affordable and Clean Energy), SDG 11 
(Sustainable Cities and Communities) and SDG 13 (Climate 
Action) by optimizing energy systems, improving the 
resilience of cities and strengthening climate action initiatives. 
AI can also support SDG 12.2 by promoting sustainable 
consumption and production patterns in the energy sector. AI-
driven approaches can better balance energy production and 
consumption, use resources efficiently and minimize 
environmental impacts. The integration of AI into energy 
systems promotes efficient resource management, reduces 
carbon emissions and improves access to clean energy. 
However, while AI could support progress on 128 SDG 
targets, it also poses challenges that could hinder progress on 
58 targets. This underscores the need for ethical and well-
regulated AI applications to ensure alignment with 
sustainability goals [13, 14]. In the light of the introduction 
discussed above, the contributions can be outlined as follows: 

Developing a MADRL-based framework for MEMG 
energy management that dynamically learns optimal 
strategies for energy flow control. 

Integration of DRPs and EV parking lots (EVPL) in V2G 
mode to increase flexibility, reduce costs and minimize 
environmental impact. 

Incorporating uncertainties in renewable generation, load 
demand and energy prices to ensure robust 
performance across all scenarios. 

Alignment with the Sustainable Development Goals 
(SDGs) through the proposed energy management and 
the defined targets that support SDG 7 (affordable and 
clean energy), SDG 11 (sustainable cities and 

communities), SDG 13 (climate action) and SDG 12.2 
(sustainable consumption and production patterns). 

Organization 

The rest of the paper is organized as follows: Section II 
gives an overview of the components of the MEMG. The 
problem formulation and methodology is described in detail 
in Section III. Section IV presents and discusses the 
simulation result. Finally, Section V gives conclusion. 

SYSTEM ARCHITECTURE AND COMPONENTS 

With the increasing use of renewable energy sources 
(RES) and the growing diversity of energy consumption 
patterns, multi-energy microgrids (MEMGs) have emerged as 
an important solution for efficient energy management. As 

illustrated in Figure 1 (left), a typical MEMG integrates 
various components to optimize energy flows. The energy 
suppliers include the upstream utility grid, the upstream gas 
grid and renewable energies such as photovoltaic systems. 
The system utilizes energy conversion units such as combined 
heat and power (CHP) plants, gas boilers (GB), electric heat 
pumps (EHP) and absorption chillers (AC) to meet the 
heating, cooling and electricity demand. In addition, storage 
units such as electrical (ESS), thermal (TSS) and cooling 
storage systems (CSS) enhance system reliability by storing 
excess energy. On the consumption side, MEMGs efficiently 
manage electrical loads, EV parking lots (EVPLs) through 
V2G operation, and heating and cooling loads to ensure 
seamless energy distribution and consumption. 

Energy conversion units model 

CHP model 
The CHP unit efficiently generates electricity and heat 

from natural gas, thus reducing transmission losses and 
emissions. Due to its high efficiency, environmental 
friendliness and cost effectiveness, it is widely used in 
decentralized energy systems. The operating model of the 

CHP unit is defined in (1) and (2) [15]. 

𝑃𝑡
𝐶𝐻𝑃,𝐺𝑎𝑠 = 𝑎𝐶𝐻𝑃(𝑃𝑡

𝐶𝐻𝑃)2 + 𝑏𝐶𝐻𝑃𝑃𝑡
𝐶𝐻𝑃  

+𝑐𝐶𝐻𝑃(𝐻𝑡
𝐶𝐻𝑃)2 + 𝑒𝐶𝐻𝑃𝑃𝑡

𝐶𝐻𝑃𝐻𝑡
𝐶𝐻𝑃 + 𝑑𝐶𝐻𝑃𝐻𝑡

𝐶𝐻𝑃  
(1) 

{
𝑃𝑡
𝐶𝐻𝑃 = 𝜂𝑃

𝐶𝐻𝑃𝐺𝑡
𝐶𝐻𝑃

𝐻𝑡
𝐶𝐻𝑃 = 𝜂𝐻

𝐶𝐻𝑃𝑃𝑡
𝐶𝐻𝑃 (2) 

 

Figure 1: (Left) Structure of the MEMG; (Right) Structure of the DDPG algorithm. 
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The gas consumption, modeled as a quadratic, non-linear 

function of the required power, is described in (1). The energy 

conversion level is presented in (2). 

Gas boiler model 
A gas boiler generates thermal energy by burning natural 

gas and provides reliable heat for various applications. The 
energy is converted as follows: 

𝐻𝑡
𝐺𝐵 = 𝜂𝑡

𝐺𝐵𝐺𝑡
𝐺𝐵  (3) 

Electric heat pump model 
In energy management systems, heat pumps are optimized 

together with CHP systems to efficiently cover heating and 
cooling requirements [15]. The energy conversion processes 
are as follows: 

𝐻𝑡
EHP = 𝑃𝑡

EHP𝜂EHP,H (4) 

𝑄𝑡
EHP = 𝑃𝑡

EHP𝜂EHP,C (5) 

Absorption chiller model 
Absorption chillers in district cooling systems use the waste 
heat from the CHP unit for cooling, thereby increasing the 
efficiency of the system. The energy conversion process 
works as follows: 

𝑄𝑡
𝐴𝐶 = 𝜂𝐴𝐶𝐻𝑡

𝐴𝐶 . (6) 

Multiple energy storage system model 

The electrical, thermal, and cooling storage systems in 

MEMGs are represented by (7), (8), and (9) respectively. 
these equations indicate that the energy stored at time 𝑡 
depends on the residual energy from the prior hour and the 
current charging and discharging activities [16]. 

𝑆𝑜𝐶𝑡
ESS = 𝑆𝑜𝐶𝑡−1

ESS + (𝜂𝐶ℎ,ESS𝑃𝑡
𝐶ℎ,ESS −

𝑃𝑡
𝐷𝑐ℎ,ESS

𝜂𝐷𝑐ℎ,ESS
)𝛥𝑡 (7) 

𝑆𝑜𝐶𝑡
ESS = 𝑆𝑜𝐶𝑡−1

TSS + (𝜂𝐶ℎ,TSS𝐻𝑡
𝐶ℎ,𝑇SS −

𝐻𝑡
𝐷𝑐ℎ,𝑇SS

𝜂𝐷𝑐ℎ,TSS
)𝛥𝑡 (8) 

𝑆𝑜𝐶𝑡
CSS = 𝑆𝑜𝐶𝑡−1

CSS + (𝜂𝐶ℎ,ESS𝑄𝑡
𝐶ℎ,ESS −

𝑄𝑡
𝐷𝑐ℎ,𝐶SS

𝜂𝐷𝑐ℎ,CSS
)𝛥𝑡 (9) 

EV parking lot model 

Electric vehicle parking lot (EVPL) operates in both 
vehicle-to-grid (V2G) and grid-to-vehicle (G2V) modes to 
achieve the MEMG operator’s goal. Using the EVPL concept, 
EVs are connected to the grid and function as an ESS [16]. 

𝑆𝑜𝐶𝑣,𝑡
𝐸𝑉 = 𝑆𝑜𝐶𝑣,𝑡−1

𝐸𝑉 + (𝜂𝐶ℎ,𝐸𝑉𝑃𝑣,𝑡
𝐶ℎ,𝐸𝑉 −

𝑃𝑣,𝑡
𝐷𝑐ℎ,𝐸𝑉

𝜂𝐷𝑐ℎ,𝐸𝑉
)𝛥𝑡 (10) 

Integrated DRP model 

This model incorporates an incentive-based demand 
response for managing electrical, thermal, and cooling 
demands [15]. 

∑ℜ𝐷𝑛
𝑁𝑇

𝑡=1

=∑ℜ𝑈𝑝
𝑁𝑇

𝑡=1

 (11) 

𝐷𝑇𝑡
𝐷𝑅 = 𝐷𝑇𝑡

𝑖𝑛𝑖𝑡 + ℜ𝑡
𝑈𝑝
− ℜ𝑡

𝐷𝑛 (12) 

𝐷𝑇𝑡
𝑖𝑛𝑖𝑡(1 − 𝛾𝐷𝑇) ≤ 𝐷𝑇𝐷𝑅 ≤ 𝐷𝑇𝑡

𝑖𝑛𝑖𝑡(1 + 𝛾𝐷𝑇) (13) 

Where ℜ denotes the relocation of various demand types 

(𝐷𝑇). Equation (11) ensures that shifted power, heat, and 
cooling loads reallocated to other periods are balanced at each 

specific time. Equation  (12) represents the adjusted demands 

post-DRP application, while (13) limits load flexibility for 
each hour. 

PROBLEM FORMULATION AND METHADOLOGY 

This section outlines the objective function, the 
constraints, and the solution methods used to solve the 
problem. 

Mathematical model for optimal EMS 

Objective function 
The overall objective of the energy management is to 

minimize the total of the operating cost of the MEMG which 
includes the energy exchange cost with the grid, IDRPs cost, 
and the emission cost [15]. 

𝑇𝐶 = 𝑚𝑖𝑛(𝐹𝑇𝑂𝐶 + 𝐹𝐸𝑚) (14) 

where 

𝐹𝑇𝑂𝐶

=∑(𝐶𝑡,𝑠
𝐸,𝐺𝑟𝑖𝑑,𝐵𝑢𝑦

+ 𝐶𝑡,𝑠
𝐺𝑎𝑠,𝐺𝑟𝑖𝑑,𝐵𝑢𝑦

)

𝑇

𝑡=1⏟                    
Purchase from upper grid

+∑(𝐶𝑡,𝑠
𝐸,𝐼𝐷𝑅𝑃 + 𝐶𝑡,𝑠

𝐻,𝐼𝐷𝑅𝑃 + 𝐶𝑡,𝑠
𝑄,𝐼𝐷𝑅𝑃)

𝑇

𝑡=1⏟                    
IDRPs 

 

(15) 

The emission cost serves as a penalty for purchasing 
electricity from the grid and for the emissions of non-
renewable energy units that use purchased gas. 

𝐹𝐸𝑚 = ∑(𝐶𝑡,𝑠
𝐸𝑚,𝐸,𝐺𝑟𝑖𝑑 + 𝐶𝑡,𝑠

𝐸𝑚,𝐶𝐻𝑃 + 𝐶𝑡,𝑠
𝐸𝑚,𝐺𝐵)

𝑇=24

𝑡=1

 (16) 

Model constraints 
The equality and inequality constraints are defined in this 

subsection. 

Equality constraints/energy balance constraints: 

To ensure reliable and efficient operation, electrical, 
thermal, cooling energy and natural gas must be balanced 
simultaneously [15]. 

𝑃𝑡
𝐵𝑢𝑦,𝐺𝑟𝑖𝑑

+ 𝑃𝑡
𝑃𝑉 + 𝑃𝑡

𝐶𝐻𝑃 + 𝑃𝑡
𝐷𝑐ℎ,𝐸𝑆𝑆 +∑𝑃𝑣,𝑡

𝐷𝑐ℎ,𝐸𝑉

𝑁𝐸𝑉

𝑣=1

 

= 𝑃𝑡 + 𝑃𝑡
𝐸𝐻𝑃 + 𝑃𝑡

𝐶ℎ,𝐸𝑆𝑆 +∑𝑃𝑣,𝑡
𝐶ℎ,𝐸𝑉

𝑁𝐸𝑉

𝑣=1

+ 𝑃𝑡
𝑆𝑒𝑙𝑙,𝐺𝑟𝑖𝑑

 

(17) 

𝐻𝑡
𝐶𝐻𝑃 +𝐻𝑡

𝐺𝐵 +𝐻𝑡
𝐸𝐻𝑃 + 𝑃𝑡

𝐷𝑐ℎ,𝑇𝑆𝑆

= 𝐻𝑡 +𝐻𝑡
𝐴𝐶 + 𝑃𝑡

𝐶ℎ,𝑇𝑆𝑆
 

(18) 

𝑄𝑡
𝐴𝐶 + 𝑄𝑡

𝐸𝐻𝑃 + 𝑃𝑡
𝐷𝑐ℎ,𝐶𝑆𝑆 = 𝑄𝑡 + 𝑃𝑡

𝐶ℎ,𝐶𝑆𝑆
 (19) 

. 𝐺𝑡
𝐵𝑢𝑦,𝐺𝑟𝑖𝑑

= 𝐺𝑡
𝐶𝐻𝑃 + 𝐺𝑡

𝐵𝑜𝑖𝑙𝑒𝑟  (20) 

Capacity and operating constraints: 

The energy conversion units must operate within set limits 
to ensure the security and stability of the system. 

𝐶𝑎𝑝𝑀𝑖𝑛, 𝐶𝐻𝑃 ≤ 𝑃𝑡
𝐶𝐻𝑃 +𝐻𝑡

𝐶𝐻𝑃 ≤ 𝐶𝑎𝑝𝑀𝑎𝑥, 𝐶𝐻𝑃 (21) 
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𝐻𝑀𝑖𝑛, 𝐺𝐵 ≤ 𝐻𝑡
𝐺𝐵 ≤ 𝐻𝑀𝑎𝑥, 𝐺𝐵 (22) 

𝐻Min, EHP ≤ 𝐻𝑡
EHP ≤ 𝐻𝑀𝑎𝑥, EHP (23) 

𝑄Min, EHP ≤ 𝑄𝑡
EHP ≤ 𝑄𝑀𝑎𝑥, EHP (24) 

𝑄𝑀𝑖𝑛, 𝐴𝐶 ≤ 𝑄𝑡
𝐴𝐶 ≤ 𝑄𝑀𝑎𝑥, 𝐴𝐶  (25) 

Charging and discharging rate of ESS, TSS, and CSS units 
are limited as follows: 

𝑃𝑐ℎ
Min,ESS/TSS/CSS ≤ 𝑃𝑡

𝐶ℎ,ESS/TSS/CSS ≤ 𝑃𝑐ℎ
Max,ESS/TSS/CSS

 (26) 

𝑃𝐷𝑐ℎ
Min,ESS/TSS/CSS ≤ 𝑃𝑡

𝐷𝑐,ESS/TSS/CSS ≤ 𝑃𝐷𝑐ℎ
Max,ESS/TSS/CSS

 (27) 

To maintain storage system health and extend lifespan, the 
state of charge must stay within specified permissible limits. 

𝑆𝑜𝐶𝑚𝑖𝑛
ESS/TSS/CSS ≤ 𝑆𝑜𝐶𝑡

ESS/TSS/CSS ≤ 𝑆𝑜𝐶𝑚𝑎𝑥
ESS/TSS/CSS (28) 

MEMG are allowed to realize the transaction with the 
upper grid, which are constrained 

0 ≤ 𝑃𝑡
𝐵𝑢𝑦/𝑆𝑒𝑙𝑙,𝐺𝑟𝑖𝑑

≤ 𝑃𝑡
𝑀𝑎𝑥,𝐵𝑢𝑦/𝑆𝑒𝑙𝑙,𝐺𝑟𝑖𝑑

 (29) 

0 ≤ 𝐺𝑡
𝐵𝑢𝑦,𝐺𝑟𝑖𝑑

≤ 𝐺𝑡
𝑀𝑎𝑥,𝐵𝑢𝑦,𝐺𝑟𝑖𝑑

 (30) 

For the PV generation capacity we have: 

𝑃𝑡
𝑃𝑉 ≤ 𝑃𝑡

𝑀𝑎𝑥,𝑃𝑉
 (31) 

MADRL formulataion for EMS 

Reinforcement learning (RL) enables agents to learn and 
adapt through continuous interaction with the environment. 
By taking actions, observing the results, and receiving rewards 
or penalties, the agent gradually refines its behavior to 
maximize the cumulative reward. This interaction process is 

demonstrated in Figure 1. This process, modeled as a Markov 
decision process (MDP), allows the agent to optimize its 
decision-making.  

System states: 
The system state comprises information received by the 

agent from the MEMG, and represents current conditions and 
operating parameters. The state vector is defined as follows: 

𝑆𝑠,𝑡 = (𝜆𝑠,𝑡 , 𝐿𝑠,𝑡 , 𝑃𝑠,𝑡) 

{
 
 

 
 𝜆𝑠,𝑡 = (

𝜆𝑠,𝑡
𝐸,𝐺𝑟𝑖𝑑,𝐵𝑢𝑦

, 𝜆𝑠,𝑡
𝐺𝑎𝑠,𝐺𝑟𝑖𝑑,𝐵𝑢𝑦

, 𝜆𝑠,𝑡
𝐸𝑚 ,

𝜆𝑠,𝑡
𝐸,𝐺𝑟𝑖𝑑,𝑆𝑒𝑙𝑙 , 𝜆𝑠,𝑡

𝐸,𝐼𝐷𝑅𝑃, 𝜆𝑠,𝑡
𝐻,𝐼𝐷𝑅𝑃 , 𝜆𝑠𝑡

𝑄,𝐼𝐷𝑅𝑃
)

𝐿𝑠,𝑡 = (𝑃𝑠,𝑡
𝐸𝐿 , 𝑃𝑠,𝑡

𝐻𝐿 , 𝑃𝑠,𝑡
𝑄𝐿)

𝑃𝑠,𝑡 = (𝑃𝑠,𝑡
𝑃𝑉 , 𝑆𝑜𝐶𝑠,𝑡

𝐵𝐸𝑆𝑆 , 𝑆𝑜𝐶𝑠,𝑡
𝐻𝑆𝑆, 𝑆𝑜𝐶𝑠,𝑡

𝑄𝑆𝑆, 𝑃𝑠,𝑡
𝐸𝑉)

 
(32) 

Actions: 
The system actions refer to the operational decisions made 

by the MEMG controller to allocate the energy resources and 
adjust the power flows efficiently. These actions are described 
below: 

𝑎𝑠,𝑡 = (

𝑃𝑡,𝑠
𝐸,𝐺𝑟𝑖𝑑 , 𝑃𝑡,𝑠

𝐺𝑎𝑠,𝐺𝑟𝑖𝑑 , 𝑃𝑡,𝑠
𝐶𝐻𝑃 , 𝑃𝑡,𝑠

𝐵𝐸𝑆𝑆 , 𝑃𝑡,𝑠
𝑃𝑉 ,

𝑃𝑡,𝑠
𝐸𝑉 , 𝑃𝑡,𝑠

𝐸𝐿,𝐼𝐷𝑅𝑃 , 𝑃𝑡,𝑠
𝐻𝐿,𝐼𝐷𝑅𝑃, 𝑃𝑡,𝑠

𝑄𝐿,𝐼𝐷𝑅𝑃,

𝐻𝑡,𝑠
𝐻𝑆𝑆 , 𝑄𝑡,𝑠

𝐶𝑆𝑆 , 𝐻𝑡,𝑠
𝐶𝐻𝑃 , 𝐻𝑡,𝑠

𝐺𝐵 , 𝐻𝑡,𝑠
𝐸𝐻 , 𝑄𝑡,𝑠

𝐸𝐻𝑃

) (33) 

Reward functions and related penalties: 

The reward function 𝑟 represents the immediate gain that 
the MEMG controller receives at time 𝑡 for performing the 
action 𝑎 based on the current system state 𝑠. This relationship 
can be defined mathematically as follows: 

𝑟𝑠,𝑡 = −(𝐶𝑠,𝑡
𝑡𝑜𝑡𝑎𝑙 + 𝐶𝑠,𝑡

𝑝𝑒𝑛𝑎𝑙𝑡𝑦
) (34) 

Where The penalty function is formulated as the cost 
associated with unmet load (for each type of load) as follows:  

𝐶𝑠,𝑡
𝑝𝑒𝑛𝑎𝑙𝑡𝑦

= 𝜆𝑒 ⋅ 𝛥𝑃𝑠,𝑡 + 𝜆
ℎ ⋅ 𝛥𝐻𝑠,𝑡 + 𝜆

𝑞 ⋅ 𝛥𝑄𝑠,𝑡  

{

𝛥𝑃𝑠,𝑡 = |𝑃𝑠,𝑡
𝐸𝐿 − 𝑃𝑠𝑡

𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑑
|

𝛥𝐻𝑠,𝑡 = |𝑃𝑠,𝑡
𝐻𝐿 − 𝐻𝑠𝑡

𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑑
|

𝛥𝑄𝑠,𝑡 = |𝑃𝑠,𝑡
𝑄𝐿 − 𝑄𝑠𝑡

𝑆𝑢𝑝𝑝𝑙𝑖𝑒𝑑
|

 
(35) 

DDPG-Based Energy Management 

DDPG utilizes an actor-critic structure, making it ideal for 
continuous action spaces for decisions on energy distribution, 
storage management and grid interaction. 

Critic Network and Q-Function 
In DDPG, the critic network is responsible for estimating 

the action-value function (Q-function), which represents the 
expected cumulative reward for taking action 𝑎𝑡 in state 𝑠𝑡. 
The loss function for the critic network is defined as: 

𝐿(𝜃𝑄) =
1

𝐵
∑(𝑦𝑖 − 𝑄(𝑠𝑖 , 𝑎𝑖|𝜃

𝑄))
2

𝑖

 (36) 

where 𝐵 is the mini-batch size, 𝑦𝑖  is the target Q-value, 
and θ𝑄 are the critic network parameters. The target Q-value 
𝑦𝑡  is computed using the following Bellman equation: 

𝑦𝑡 = 𝑟𝑡(𝑠𝑡 , 𝑎𝑡) + 𝛾𝑄(𝑠𝑡+1, 𝜇(𝑠𝑡+1|𝜃
𝜇′)|𝜃𝑄

′
) (37) 

Where 𝑟𝑡(𝑠𝑡 , 𝑎𝑡) is reward obtained after taking action 𝑎𝑡 

in state 𝑠𝑡, γis discount factor, 𝜇(𝑠𝑡+1|𝜃
𝜇′) is the action 

selected by the target actor network for the next state 𝑠𝑡+1, 

𝑄(𝑠𝑡+1, 𝜇(𝑠𝑡+1)|𝜃
𝑄′) is Q-value predicted by the target critic 

for the next state-action pair. 

Actor Network and Policy Gradient 
The actor network in DDPG is responsible for learning the 
optimal policy π(𝑠𝑡|θ

μ), which maps states to continuous 
actions. The goal of the actor is to maximize the expected 
cumulative reward. The actor's parameters θμ are updated 
using the policy gradient, defined as: 

∇𝜃𝜇𝐽
= 𝐸𝑠𝑡∼𝜌𝜋[∇𝑎𝑄(𝑠𝑡 , 𝑎𝑡|𝜃

𝑄)|𝑎=𝜇(𝑠𝑡)∇𝜃𝜇𝜇(𝑠𝑡|𝜃
𝜇)] 

(38) 

Where ∇θμ𝐽 is the gradient of the expected return with 
respect to the actor’s parameters 𝜃𝜇. 𝛻𝑎𝑄(𝑠𝑡 , 𝑎𝑡|𝜃

𝑄) is the 
gradient of the Q-value with respect to the action 
𝑎.𝛻𝜃𝜇𝜇(𝑠𝑡|𝜃

𝜇) the gradient of the actor's output (action) with 
respect to its parameters 𝜃𝜇. 

State and action value function 

The state value function 𝑉𝜋(𝑠𝑡)defines the maximum 
expected reward from a given state 𝑠𝑡when following the 
policy π. And action value function evaluates the quality of a 
state-action pair (𝑠𝑡 , 𝑎𝑡) under the current policy. These 
functions are expressed as follows: 

𝑉π(𝑠𝑡) = max
𝑎𝑡∈𝐴(𝑠𝑡)

𝑄π (𝑠𝑡 , 𝑎𝑡) (39) 

𝑄π(𝑠𝑡 , 𝑎𝑡) = 𝐸𝑠𝑡+𝟙∼𝑃[𝑟𝑡 + γ𝑉
π(𝑠𝑡+1)|𝑠𝑡 , 𝑎𝑡]  (40) 

The actor network selects actions by maximizing the 
expected Q-values estimated by the critic network. 

𝜃′ ← 𝜏𝜃 + (1 − 𝜏)𝜃′ (41) 

To improve the stability of the training, DDPG utilizes an 
experience replay buffer in which past interactions between 
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the agent and the environment are stored. These stored 
interactions (𝑠𝑡 , 𝑎𝑡 , 𝑟𝑡 , 𝑠𝑡+1) are randomly sampled to train 
both the actor and critic networks. This process helps break 
correlations between consecutive samples, leading to a more 
stable training. 

Structure of the deep neural network 

In the proposed energy management system, a Deep Neural 
Network (DNN) is used to determine the optimal policy for 
dispatching energy in a MEMG. The DNN architecture is 
designed to handle the complexity of continuous actions and  

high-dimensional input states such as solar radiation, 
electricity prices, electric vehicle loads and thermal demand. 
The input state variables are fed into the neural network and 
the output is a continuous action vector that determines the 
energy dispatch and storage decisions. 

For stable training, the network normalizes the input data, 
uses ReLU activation in the hidden layers to avoid gradient 
issues, and applies tanh in the last layer to limit output actions. 
The DNN includes three hidden layers, each with 64 neurons, 
which promote fast convergence and prevent overfitting, 
while an inverse transformation block ensures output within 
the action range. The hyperparameters are listed in Table 1. 

Table 1: Hyperparameters of the DDPG algorithm 
Hyperparameter Value 

Learning rate actor (𝑙𝑟𝑎) 1𝑒−6  
Learning rate critic (𝑙𝑟𝑐) 1𝑒−4  
Discount factor (𝛾) 0.96 

Soft update parameter (τ) 1𝑒−2  
Replay buffer size 50000 

Batch size (𝐵) 64 

Traning episodes 5000 

Exploratin noise Ornstein-Uhlenbeck process 

Scenario Generation 

Given the uncertainties inherent in the system, including 
variable solar radiation, electricity prices and energy demand, 
future scenarios must be generated. Monte Carlo simulations 
are employed to create a wide range of possible conditions. To 
handle computational complexity, the number of scenarios is 
reduced using the K-nearest neighbor (KNN) method, while 
maintaining diversity. This refined set of scenarios is then 

used to train the DDPG agent to ensure that it is exposed to 
different system states. 

Table 2: Information of the MEMG components 
Unit CHP GB AC EHP PV ESS TSS CSS 

Cap(𝑘𝑊) 800 700 700 300 300 300 300 300 

SIMULATION RESULTS AND DISCUSSION 

Three scenarios are examined in this study: The first 
ignores emissions, demand response, and parking restrictions 
(base case); the second adds emissions constraints; and the 
third includes all programs. The definition of these scenarios 
enables a comprehensive assessment of the ability of the AI-
based model to achieve different system objectives. The 
simulation data from [16] are shown in Figure 2 and. They 
show the load types of the system, solar radiation with carbon 
tax variations, and electricity and gas prices. The capacity of 
the system components can be found in Table 2. 

In the first scenario, the focus is solely on minimizing costs 
and enhancing economic efficiency. Ignoring environmental 

 

Figure 2:  Input data used in the simulation. 

 

Figure 3: Dispatch Results 

 
Figure 4: Result of applying DR program for different load type 
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factors, all units are operated purely for cost reduction, 
resulting in the lowest total costs of all scenarios with the 
value about $4653.8 and 102.43 tons/day emission. In the 
second scenario, due to additional emission constraints, the 
units must be dispatched in such a way that they meet the 
environmental targets. Consequently, the total costs are higher 
compared to the other scenarios, despite the model’s efforts to 
maximize the use of renewable energy. The total cost and 
emission are about $5231.2 and 98.23 tons/day. Due to space, 
the simulation results are only shown for the most 
comprehensive scenario. Figure 3-1 to 4 illustrate the results 
of energy generation and conversion, while Figure 4-1 to 
4show the effects of demand response programs on different 
loads. In addition, Figure 4-4 shows the operational planning 
for electric vehicle parking. 

It can be observed that the PV unit operates at maximum 
capacity during periods of high availability of renewable 
resources. The battery charges during periods of low 
electricity prices (hours 6, 19 and 20) and discharges during 
peak load and high price hours, a pattern also observed in 
other storage systems. they discharge when units such as EHP 
and AC are not heavily utilized (Figure 3-1).  As an electricity 
consumer, the EHP operates primarily when renewable 
generation is high and is only minimally active during high 
price hours. The GB unit normally operates at full capacity to 
meet heat demand when the carbon tax is low. The simulation 
results demonstrate the effectiveness of the proposed energy 
management framework in optimizing system performance. 
By aligning unit operations with system goals, the approach 
enables cost reduction and emissions control. For instance, the 
electric vehicle parking lot, though not interacting with the 
grid, adjusts its consumption patterns based on price signals, 
contributing to lower overall system costs. Demand response 
programs also successfully shift peak loads to off-peak hours, 
reducing system stress and enhancing economic performance. 
Incorporating all the listed technologies achieves a total 
system cost of $4,866.7, marking a 6.97% decrease in 
operational costs compared to Scenario 2, along with a 2.1% 
reduction in emissions compared to Scenario 1. These results 
affirm the framework's potential to meet both economic and 
environmental targets effectively. 

CONCLUSION 

This study proposes a MADRL-based energy management 
framework for MEMG systems that integrates physical and 
environmental constraints to achieve the Sustainable 
Development Goals (SDGs). The framework optimizes 
energy distribution through dynamic coordination of units to 
balance production and consumption and improve both cost 
efficiency and emission reduction. The simulation results 
highlight the adaptability of the system, which is supported by 
well-defined states, actions and reward functions, ensuring 
robust performance in different scenarios. In addition, flexible 
resources such as electric vehicle parking, multi-energy 
storage and demand response programs contribute to a more 
robust planning model that balances demand and supply 
fluctuations. By accounting for energy price uncertainties with 
a robust optimization approach, the framework provides a 
versatile solution that advances modern energy systems 
towards sustainable, cost-efficient and reliable operation. 

NOMENCLATURE 
𝑃, 𝐻, 𝑄 Electric, Heat, cooling power   

η Efficiency coefficient   

λ Price coefficient   

Ch/Dch Charge /discharge   

𝛾 Participation factor   

𝐶 Cost of operation of each unit   

 

REFERENCES 

 

[1]  P. Boza and T. Evgeniou, "Artificial intelligence to support the 

integration of variable renewable energy sources to the power 
system," Applied Energy, vol. 290, p. 116754, 2021.  

[2]  S. SeyedGarmroudi, G. Kayakutlu, M. O. Kayalica and Ü. Çolak, 
"Improved Pelican optimization algorithm for solving load dispatch 

problems," Energy, vol. 289, p. 129811, 2024.  

[3]  T. Zhang and B. Sobhani, "Optimal economic programming of an 
energy hub in the power system while taking into account the 

uncertainty of renewable resources, risk-taking and electric vehicles 

using a developed routing method," Energy, vol. 271, p. 126938, 
2023.  

[4]  C. Guo, X. Wang, Y. Zheng and F. Zhang, "Real-time optimal energy 

management of microgrid with uncertainties based on deep 

reinforcement learning," Energy, Vols. 283, Part C, p. 121873, 2022.  

[5]  A. Pigola, P. R. da Costa, L. C. Carvalho, S. L. F. da, K. C. Terezinha 

and E. A. Maccari, "Artificial Intelligence-Driven Digital 
Technologies to the Implementation of the Sustainable Development 

Goals: A Perspective from Brazil and Portugal," Sustainability, vol. 

13, no. 24, 2021.  

[6]  L. Ding, Z. Chuanzhi, Z. Peng, L. Wanting, W. Xin, L. Yuqi and X. 

Shuqing, "Deep reinforcement learning for real-time economic 

energy management of microgrid system considering uncertainties," 
Frontiers in Energy Research, vol. 11, 2023.  

[7]  J. A. A. Silva, J. C. López, N. B. Arias, M. J. Rider and L. C. d. Silva, 

"An optimal stochastic energy management system for resilient 
microgrids," Applied Energy, vol. 300, p. 117435, 2021.  

[8]  V. Khaligh, A. Ghezelbash, M. Mazidi, J. Liu and J.-H. Ryu, "P-

robust energy management of a multi-energy microgrid enabled with 
energy conversions under various uncertainties," Energy, vol. 271, p. 

127084, 2023.  

[9]  T. Chen, Y. Cao, X. Qing, J. Zhang, Y. Sun and G. A. Amaratunga, 

"Multi-energy microgrid robust energy management with a novel 

decision-making strategy," Energy, Vols. 239, Part A, p. 121840, 

2022.  

[10]  Y. Ji, J. Wang, J. Xu, X. Fang and H. Zhang, "Real-Time Energy 

Management of a Microgrid Using Deep Reinforcement Learning," 

Energies, vol. 12, 2019.  

[11]  Y. Shang, W. Wu, Z. M. Jianbo Guo, Z. L. Wanxing Sheng and C. 

Fu, "Stochastic dispatch of energy storage in microgrids: An 

augmented reinforcement learning approach," Applied Energy, vol. 
261, pp. 114423,, 2020.  

[12]  Y. Yoldas, S. Goren and A. Onen, "Journal of Modern Power Systems 

and Clean Energy," Optimal Control of Microgrids with Multi-stage 
Mixed-integer Nonlinear Programming Guided $Q$-learning 

Algorithm, vol. 8, pp. 1151-1159, 2020.  

[13]  R. Vinuesa, H. a. L. I. Azizpour, M. Balaam, V. Dignum, S. Domisch, 
A. Felländer, S. D. Langhans, M. Tegmark and F. Fuso Nerini, 

"Stochastic dispatch of energy storage in microgrids: An augmented 

reinforcement learning approach," Applied Energy, vol. 261, p. 

114423, 2020.  

[14]  Z. Fan, Z. Yan and S. Wen, "Deep Learning and Artificial Intelligence 

in Sustainability: A Review of SDGs, Renewable Energy, and 
Environmental Health," Sustainability, vol. 15, 2023.  

[15]  M. A. Mirzaei, K. Zare, B. Mohammadi-Ivatloo, M. Marzband and 

A. Anvari-Moghaddam, "Techno-economic, environmental and risk 
analysis of coordinated electricity distribution and district heating 

networks with flexible energy resources," IET Renewable Power 
Generation, vol. 17, no. 12, pp. 2935-2949, 2023.  

[16]  Y. Meng, S. A. Mansouri, A. R. Jordehi and M. Tostado-Véliz, "Eco-

environmental scheduling of multi-energy communities in local 
electricity and natural gas markets considering carbon taxes: A 

decentralized bi-level strategy,," Journal of Cleaner Production, vol. 

440, p. 140902, 2024.  



Proceedings of the International Conference on "Energy, Sustainability and Climate Crisis" 2024  

ESCC 2024, Corfu, Greece, August 26 - 30, 2024 

ISBN: 978-618-5765-04-0 

ISSN 3057-4269 162 ESCC 2024 

 

Improving the Power Distribution Grid 

Resilience through the Integration of Distributed 

Energy Resources: Case Studies in Greece  

Aikaterini Gkika  

Department of Geology & 

Geoenvironment 

National & Kapodistrian University of 

Athens 

Athens, Greece 

aikgkika@gmail.com

Fotios Gakis 

Network Users Department 

Hellenic Electricity Distribution 

Network Operator (HEDNO S.A.) 

Athens, Greece 

f.gakis@deddie.gr 

Ilias Manolis 

Department of Environment 

University of the Aegean 

Athens, Greece 

iliasmanolis@hotmail.com 

Efstratios Zacharis 

General Management 

Hellenic Electricity Distribution 

Network Operator (HEDNO S.A.) 

Athens, Greece 

e.zacharis@deddie.gr 

Abstract—With the energy transition well underway, grid 

operators are increasingly facing the challenges of maintaining 

reliability but also ensuring the resilience of the energy system, 

i.e., its ability to adapt to changing conditions, as well as 

withstand and recover from disruptive events. Resilience 

becomes, hence, an emerging concept of top priority for power 

distribution utilities, encompassing the components of 

robustness, redundancy, resourcefulness, response, and 

recovery. In this context, the contribution of distributed energy 

resources to the power system resilience is crucial to be 

examined, since such resources can add flexibility capacity 

already from the planning stage. This paper aims to highlight 

the relation of grid resilience with renewable-integrated power 

grids and storage schemes by capturing lessons learned from 

case studies in Greece, such as residential (rooftop) applications 

and large-scale pilot projects. A holistic climate change 

adaptation approach aimed at grids to be resilient by design can 

mitigate climate-related disruptions, especially in highly 

vulnerable countries like Greece. 

Keywords—Climate Change, Distributed Energy Resources, 

Electricity Distribution Networks, Extreme Weather Events, 

Renewable Energy Sources, Resilience 

INTRODUCTION  

The energy transition represents a real change of paradigm 
at the distribution level, and Distribution System Operators 
(DSOs) are expected to become the backbone of the electricity 
system that will become the dominant energy carrier over the 
coming decades. In parallel, it is clear that the threat landscape 
at the global level is currently very complicated and DSOs are 
faced with concurrent challenges, such as:   

• The need for transformation and fundamental changes 
both in assets and system operation towards the net 
zero emissions commitment (more grid investments, 
network reinforcement stemming from rapidly 
expanding distributed generation, increased network 
planning and forecasting of innovative technologies, 
flexibility management, etc.); 

• The expansion of the scope of their responsibilities and 

the increasing expectation to take on a broader 
leadership role in the resilience of the communities 
they serve, including critical facilities, cyber-attacks, 
and societal outcomes; 

• The impacts of climate change (i.e., changing trends, 
increasing variability, greater extremes, and large 
inter-annual variations in climate parameters in some 
regions) across the entire energy supply chain; 

• The requirement to maintain at steep costs the aging 
network assets or proceed with essential renovations;  

• The operational and regulatory implications of the 
above challenges, as well as the increased liability 
losses to third parties which in some cases come at a 
cost that utilities are unable to bear. 

Nonetheless, climate change is considered one of the 
highest risks in severity that DSOs will face in the upcoming 
years. According to the Global Risks Report 2023 of the 
World Economic Forum, climate mitigation and adaptation 
efforts are set up for a risky trade-off [1]. Climate risks are the 
core focus of global risk perceptions over the next decade – 
and are the risks for which we are seen to be the least prepared. 
The discrepancy between what is politically practicable and 
what is scientifically required to reach the net zero target has 
been made clear by the lack of significant, coordinated 
progress on climate action targets. 

The acceleration of the frequency and intensity of extreme 
climate incidents represents a multitude of risks for energy 
systems. Extreme temperatures, precipitation, and winds 
cause numerous breakdowns of the electricity networks. 
Indeed, in the EU, according to the monthly statistics of 
ENTSO-E, around 33% of the power interruptions between 
2016 and 2020 were caused due to extreme weather [2]. In 
consequence, DSOs face large amounts of deterioration or 
even destruction of their infrastructure. They also need to 
mobilize emergency teams to fix the electricity grid and keep 
the lights on. 

In this context, the concept of power system resilience 
emerges as an imperative need and is increasingly established 
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as a policy priority, especially for critical entities. However, 
resilience is not a very new concern in Europe and it has been 
included as a term in major regulations (i.e., Regulation (EC) 
No 714/2009 of the European Parliament and the Council, 
Regulation (EU) No 347/2013 of the European Parliament and 
of the Council). Resilience is even more important for today's 
power companies, though, due to the growing concern over 
the disastrous effects of climate change on grid infrastructure. 

  The definition of resilience has generated an intricate and 
continuous discussion due to its multifaceted nature, 
encompassing several aspects such as the correlation between 
resilience and reliability [3], event-specific vs agnostic, and 
qualitative versus quantitative indices [4]. According to the 
Intergovernmental Panel on Climate Change (IPCC), a 
system's resilience is defined as its ability to anticipate, 
absorb, and recover from the effects of harmful events 
efficiently and within a reasonable timeframe. The US Federal 
Energy Regulatory Commission defines grid resilience as the 
“ability to withstand and reduce the magnitude and/or duration 
of disruptive events, which includes the capability to 
anticipate, absorb, adapt to, and/or rapidly recover from such 
an event”. While power distribution networks have 
traditionally been regarded as reliable (mainly concerning 
energy supply) against the most common threats, recent 
extreme weather events from around the world have 
highlighted the growing importance for distribution grids to 
achieve high levels of resilience as well, to mitigate the effects 
of low-probability, high-risk events and recover quickly. As 
shown in the graph below, resilience is divided into 
operational and infrastructure resilience. Following a system 
degradation, the key is to absorb the shock, bounce back to 
normal operation with minimal downtime or business 
disruptions, and adapt operation. 

 

Figure 1: Operational vs Infrastructure Resilience [5] 

THE ROADMAP TOWARDS RESILIENCE 

Initiatives for Building Power Grid Resilience 

Extreme weather events present risks to grid integrity. For 
instance, flooding can inundate key infrastructure, such as 
substations or transformers, blacking out large areas; high 
winds can down overhead power lines; extreme heat can cause 
electricity demand to exceed system capacity, and also cause 
lines to sag into trees. Hence, withstanding and quickly 
recovering from such incidents must be a critical function of 
modern power distribution grids. An effective resilience 
enhancement strategy is based on the following pillars: 

• Hardening the grid. Hardening means strengthening 
the network by applying a variety of solutions such as 
raising seawalls around key assets, restoring natural 
coastal protections, undergrounding overhead power 
lines, relocating key assets, replacing wooden poles 
with concrete ones, improving line materials, such as 
high-temperature, low-sag conductors, and expanding 

tree-trimming programs. However, although these 
measures can be simple in concept, they must be 
resilient for the long term, considering future changes 
in sea level, temperatures, storm intensity, etc.  

• Smartening the grid. In recent years, utilities have 
begun to deploy smart grid technologies, from 
advanced metering at the customer level to enable 
automatic outage detection and service restoration, to 
sensors and controls to enable rapid detection, 
isolation, and restoration of service at the circuit and 
substation levels. After an event, the data collected 
through these technologies can be used to find 
opportunities for further resilience improvements. 

• Distributing generation. Extreme weather can force 
power outages by driving power demand past the limits 
of available generation resources. Damage to the 
distribution system also limits restoration efforts, even 
if generation capacity is available. One practice 
applied in other countries is to increase distributed 
generation (DG) resources; by increasing the number 
of generation sources, diversifying their fuel types, and 
locating them in a more distributed fashion around the 
service area, DG can both limit the risk of outages and 
allow faster restoration of service. Long-term access to 
reliable energy through distributed RES reduces 
vulnerability of local communities to climate change 
and increases their capacity for self-resilience and 
adaptation, without needing significant upfront 
infrastructure investment [6]. Nonetheless, DG poses 
challenges to utilities to fully integrate such resources 
into planning and operational practices. 

• Optimizing business operations. Enhanced business 
operations support organizational resilience, which is 
the capacity of an organization to anticipate, prepare 
for, respond to, and learn from disruptions, crises, and 
opportunities. It is not just about surviving a shock or 
bouncing back, but also about evolving and growing 
stronger from the experience. Towards this direction, 
power utilities should establish robust business 
operations frameworks to guide the design, execution, 
and improvement of business processes, systems, and 
resources. These frameworks provide a clear and 
consistent way of defining roles, responsibilities, 
standards, and expectations to reduce ambiguity, 
confusion, and errors. They also enable organizations 
to adapt to uncertainty and changing conditions, by 
supporting them to anticipate risks, threats, and 
vulnerabilities. Indicative actions include emergency 
exercises, crisis management workshops, disaster and 
crisis management planning, etc. 

The above actions should be supported by R&D initiatives 
and pilot projects. 

The Integration of Distributed Generation Resources 

 As the frequency and magnitude of extreme weather 
incidents become more difficult to forecast because of climate 
change, large generators and power grids become easier to fail 
and harder to restore [7]. On the other hand, enabling a wide 
portfolio of DG such as solar plus batteries and microgrids can 
make the overall energy system more versatile and efficient 
and less prone to power outages or supply problems [8, 9], 
thus demonstrating proven resilience benefits associated with 
the ongoing evolution of grid technologies [10, 11]. When 
centralized systems are disabled by a disaster, DG can enable 
some parts of the grid to operate and serve critical loads. In 
this case, production loss can be only partial during long-
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duration outages on the broader electricity grid (thus leading 
to limited voltage disruptions at the local level in comparison 
with the disruption that would have been caused by the loss of 
a large production unit). Moreover, the shift to serving loads 
with decentralized and more DG has driven the need for 
network renovation and modernization using telemetering 
[12]. The traditional supervisory control and data acquisition 
(SCADA)-based control and monitoring of power systems is 
reliant on sensors, monitored by intelligent electronic devices 
(IEDs), which can facilitate restoration efforts. 

Furthermore, storage technologies (i.e., batteries) coupled 
with renewable energy sources (RES) can provide power 
support to local autonomous grids or weak grids inside 
islanding areas during long-duration outages on the broader 
electricity grid, maximize the contribution of RES, whilst they 
can provide ancillary services for the DSOs, such as voltage 
and frequency regulation and reactive power support.  

Microgrids (MGs) have also gained a lot of attention in the 
power system market while constituting a strategy to increase 
energy resilience and enhance the ability to serve an 
installation’s electrical loads during a contingency situation. 
MGs are small-scale energy systems including DG located 
close to the local load demand, energy storage and control 
units which could work in a grid-connected or off-grid mode, 
ensuring the power supply for a defined region [13]. Hence, 
they tend to become both the source of energy generation and 
consumption simultaneously. Microgrid solutions can 
integrate with the grid to be part of its operational and resource 
mix, and can also “island” and operate autonomously, if 
needed, to keep running during grid outages, thus providing a 
reliable power source to critical infrastructure facilities, like 
hospitals, emergency centers, military installations, etc.  

Due to their ability to operate in a controlled, coordinated 
way, when connected to the main power grid and in islanded 
mode during disturbances, resilience is enhanced as follows 
(see Figure below) [14]:   

• Resilience at the distribution level. MGs connected 
to the distribution system (MG2-MG4) can function 
as power sources to supply the local demand of the 
distribution system if a failure isolates the 
distribution system. Furthermore, to reduce load 
shedding, the distribution system may be divided 
into self-sufficient MGs by leveraging the numerous 
connected DERs. 

• Resilience at the MG level. If an individual MG 
(MG4) is isolated due to a failure in the distribution 
system, it can effectively operate in islanded mode 
by appropriately allocating its resources to meet its 
minimum critical load.  

 

Figure 2: The Role of Microgrids for System Resilience [14]  

 In the future, an energy community could constitute a MG 
to ensure the power supply of the community’s consumers. 

Challenges for the Transition to Islanded Mode 

The planning and operation of electricity distribution grids 
are undergoing significant changes due to RES integration. 
Uncertainty analysis should be considered for both generator 
scheduling and for evaluating physical vulnerabilities, i.e., 
natural disasters. Furthermore, the multiplication of smart 
electronic devices to enable DERs has contributed to the grid's 
increased digitalization, which raises cybersecurity concerns 
and necessitates monitoring [12]. 

Hence, although the MG concept and its benefits buck the 
trend of reliance on centralized systems, their operation 
management is essential to mitigate the unbalanced power 
supply and increase its quality in the case of disconnection 
from the grid [13]. To fully utilize dynamic entities such as 
MGs, more intelligent control and improved monitoring are 
needed. MGs need to be able to operate both autonomously 
and intelligently when connected to the grid. There are also 
many technical challenges for the effective transition into the 
islanded mode of operation [15]:  

• Earth fault protection requirements. The earthing 
requirements should be revised to ensure sufficient 
protection both in grid-connected and islanded modes 
of operation. 

• Quality of supply to customers. The operation of 
portions of the network in islanded mode may create 
some difficulties in the operation of distribution 
network automation systems and affect the continuity 
of supply. Faults on networks cause interruptions, 
increasing the related indexes, i.e., System Average 
Interruption Duration Index (SAIDI) and System 
Average Interruption Frequency Index (SAIFI). 
During the operative cycles of the circuit breaker 
operating in automation and where the automation 
relies on voltage sensing, there could be a significant 
degradation of automation’s effectiveness. 

• Synchronizing & reclosing issues. Synchronization 
needs a way of comparing the voltages between the 
island and the system with the appropriate measuring 
and control equipment to ensure the voltage 
differences, in phase and magnitude, are within safe 
limits before reclosing the switch. Thus, switching 
points need to be appropriately equipped to perform 
synchronization. Almost none of this equipment 
currently exists in DSOs’ substations because there has 
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been no need. 

• Regulatory and market issues. During normal 
operation, customers receive power at frequencies and 
voltages within precisely defined ranges. However, 
when an unintended island has formed, the supply-
dispatch-frequency management responsibili-ty is 
currently not determined through regulations: 

o No single party is structurally in control of 
frequency or voltage. 

o DSOs do not have contracts to dispatch 
generation connected to their networks. 

o In many EU countries, there is no clear 
regulatory or legal framework for the 
liability of DSOs for islanded operation 
outside of normal voltage and frequency 
limits, nor for the risks posed by unearthed 
and/or unprotected operation. 

CASE STUDIES IN GREECE 

Being highly vulnerable to the effects of climate change, 
and in alignment with the ambitious European goals for 
climate neutrality by 2050, the Hellenic Electricity 
Distribution Network Operator (HEDNO S.A.) has taken 
several actions for the promotion of renewables in Greece. 
More specifically, HEDNO closed the year 2022 with a total 
power of 6.5 GW, i.e., an increase of 64% between the period 
2019-2022. The total power is estimated to have exceeded 
8.7GW at the end of 2023, while, according to HEDNO’s 
planning, the total power is estimated to reach around 10GW 
in 2024. The interconnection of islands is also a point to 
consider since it can enhance the stability and resilience of 
systems that have been weak up to now.  

 

Figure 3: The Renewables Landscape in Greece – Power 
Absorption Capabilities 

The above Figure illustrates the renewables landscape in 
Greece, based on data provided by HEDNO at the end of 2023. 
The map shows the saturated regions (red), regions with 
limited capacity (orange), and regions with available hosting 
capacity (green). The red regions have reached high levels of 
RES penetration, meaning that RES could be utilized to 
improve resilience. 

Residential (Rooftop) Applications  

In Greece, a subsidy program is established for residential 
applications up to 10kW (PVs and batteries). According to the 
program, the excess energy from a PV plant installed at the 
premises of a consumer is injected into the grid and can be 
used at a later time to offset consumption during times when 
onsite generation is absent or not sufficient. The Battery 
Energy Storage System (BESS) is operated to increase the PV 
self-consumption so that the energy absorbed by the grid is 
reduced. As presented in Figure 4, the PV energy is stored at 
noon hours to be used at afternoon hours. Since regulated 
charges are mainly volumetric-based (i.e., imposed in the 
amount of energy absorbed), the prosumer can achieve an 
extra reduction to his/her bill.   

 
Figure 4: The Role of Microgrids for System Resilience  

 The operating modes of a BESS are described in detail in 
the following Table. The safety control of the installation is 
required for both operating modes. 

Table 1: Operation of a Battery Energy Storage System (BESS) 
Mode of 

Operation 
Description 

Normal 
Operating 

Conditions 

• If PV production is higher than the load, then the 

battery is charged AND when the battery is full, power 

is injected from the PV into the main grid 

• If PV production is lower than the Load, then the 

battery is discharged AND when the battery is empty, 

power is absorbed by the main grid 

In case of 

emergency 

• The battery undertakes the role of the main grid AND 

self-production must cover at least the critical loads  

• In this case, the following must be noted: 

o The inverters should be appropriately specified to 

be able to operate in islanded mode. 
o The DSO determines the requirements so that 

there is no power injection into the grid. 

o The switching device from the connected to 
islanded mode should have a “Loss of Mains” 

protection.  

Indicative configurations of residential applications with 
PVs and storage are presented in the following Figures 5-7. 

• Configuration 1: Power Supply from BESS. After 
grid failure, the PV inverter is disconnected from the 
grid due to its “Loss of Mains” protection. The BESS 
converter remains connected and supplies the loads 
inside the installation.   

• Configuration 2: Power Supply from BESS & PV. 
The whole installation is disconnected from the grid 
and the hybrid converter remains connected to supply 
the loads.   

• Configuration 3: Power Supply of Critical Loads 
from BESS & PV. The hybrid converter possesses one 
output for normal operation that is disconnected during 
grid failure and a second “emergency” output used to 
supply critical loads, which are separated from the 
installation in case of grid failure. 
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Figure 5: Configuration 1 of Residential Application – Power 
Supply from BESS  

 

Figure 6: Configuration 2 of Residential Application – Power 
Supply from BESS and PV 

 

Figure 7: Configuration 3 of Residential Application – Power 
Supply of Critical Loads from BESS and PV 

Large-scale Pilot Projects 

The Tilos Hybrid Microgrid  
To ameliorate energy supply security and energy 

autonomy of the Aegean islands, an integrated solution was 
deployed in the Greek Tilos island in the framework of the 
Tilos-Horizon 2020 program. Standing at a distance of 240 n. 
miles from the Greek mainland, Tilos belongs to a very special 
group of remote, small-scale European islands. The solution 
was based on the exploitation of the existing RES potential in 
conjunction with the application of an appropriate energy 
storage scheme, and complementary smart-grid elements [16]. 

Given the successful implementation of the Tilos project 
the first-ever batter-based, wind, and PV hybrid power station 
in Greece has been developed. At the same time, an integrated 
MG has also been developed on the island and several 
innovative elements have been introduced, altogether 
transforming Tilos into an exemplary island case in terms of 
local-scale clean energy production and management. This 
comprised a breakthrough, not only for Tilos but also for the 
Greek market as a whole, disrupting the norms of the past and 
presenting a new energy paradigm and solution for the 
electrification of island regions. The integrated Tilos energy 
solution suggests an energy MG that is normally found to 

interact with the host electricity system of Kos and Kalymnos, 
or, in rare cases, operated in isolation (such as in cases of 
emergency or MG testing). 

 

Figure 8: Description of Tilos Island MG and Geographical 
Location of Main Assets [17] 

Concerning the power generation sector, the main assets 
that are currently in operation on Tilos include [16]: 

• Tilos hybrid power station, comprising an 800 kW 
medium-scale wind turbine, a 160 kWp PV station, and 
an 800 kW / 2.88 MWh integrated BESS. 

• The backup diesel genset of 1.45 MW 

• Distributed, small-scale PV installations supporting 
early prosumer schemes including two monitored PV 
installations (capacity of 3.36 kWp at local residence 
and 4.93 kWp at the Tilos info-kiosk / EV charging 
station respectively) and four non-monitored PV 
installations (capacity of ~ 10kWp in total). 

The Tilos island MG is a great success story introducing 
several important innovative characteristics in the European 
market, like the combined operation of a wind turbine and a 
PV installation, the application of new technology BESS, the 
installation of a DSM network/platform and the development 
of a large number of reliable forecasting algorithms. 

The Lighthouse Project in Chania Airport 
The Lighthouse Project in Chania Airport is particularly 

pioneering in a traditional source of pollutants to drastically 
reduce the plant’s environmental footprint. It includes the 
conversion of Chania Military Airport (115 Combat Wing) 
into a “green” military unit, covering all needs for electricity, 
heating, and cooling of the facilities 100% from RES. As part 
of the project, the facility is equipped with state-of-the-art 
intelligent energy management systems, without reducing its 
operational capabilities in any way. The total Capital 
Expenditures for the entire system were equal to 3,5 Μ€, while 
the annual benefit of the Unit’s complete exemption from the 
cost of supplying electricity and meeting heating needs will 
exceed 400,000 €. 

It is worth mentioning that Chania Airport was one of the 
world’s first facilities to receive Net Zero Energy Airport & 
Net Zero Carbon Emissions Airport Certifications. The Table 
below provides a short description of the project services and 
equipment, as well as the certifications gained. 
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Table 2: The Lighthouse Project in Chania Airport in a Nutshell 

Category Description 

Services 

• Interventions in the AC systems and lighting of 

buildings and facilities to save energy and create 

thermal comfort for Combat Wing staff 

• Training of the appropriate technical staff of the Air 

Force for the needs of business operation, 

monitoring, and maintenance of the entire system. 

• System design and annual production considered 

the future heavy use of electric vehicles and their 
charging inside the Combat Wing 

Equipment 

• PV installation of 1.7 MWp (net metering scheme), 

to completely exempt the Unit from the cost of 
supplying electricity which currently exceeds € 

400,000 / year. The power of the PV was calculated 

based on the annual needs increased by 20% due to 
the addition of the electrification load and future 

needs. The power factor has been regulated to be 

equal to 1 – the compensation of reactive power has 
been accomplished through innovative equipment 

• An energy storage system with very large capacity 

Lithium-ion cells using liquid-cooled batteries - to 

ensure an uninterrupted power supply for the 

airport, even during grid outages, for days or even 
weeks based on weather conditions. A seamless 

connection/reconnection of the batteries has been 

achieved for an uninterruptible power supply of 
loads in case of a power outage (synchronization 

check for voltage, frequency, and phase). Tests have 

been completed and have confirmed the continuity 
of supply upon power disruptions or interruptions. 

• Smart energy management and control system of 

the energy produced and consumed at the plant’s 

facilities, to enhance resiliency and substantially 

improve energy efficiency.  

• Electric car charging infrastructure to electrify 

transport with RES and exempt it from the use of 
fossil fuels 

• Supply of electric bicycles for professional use 

Certifications 

(expected to 

be concluded 
in the 

upcoming 

period) 

• Certification as a Net Zero Carbon Emissions 

facility based on the Carbon Accreditation program 

of the Airport Council International (ACI) 

• Certification as Net Zero Energy Airport according 

to the National Laboratory of the US Department of 
Energy for Military Installation specifications 

The installation includes the following equipment: 

• Trina Solar PV Panels 

• Inverter PV and converter BESS: Power Electronics 
(central) 

• BESS: Leclanche, CATL LFP cells, liquid-cooled, 
with a lifespan of 6,000 cycles for charge/discharge 
from 2,5% to 100% (2.6 MWh) 

• Steel base structure with magnelis coating 

The MG is connected to the MV grid through a circuit 
breaker with the appropriate protection schemes imposed by 
the DSO, and a synchronism check to ensure that when the 
MG is connected to the grid, the voltage vectors do not differ. 
During grid failure, this circuit breaker ‘opens’, while the rest 
three downstream circuit breakers, protecting the loads, the 
PV, and the BESS, remain ‘closed’ to permit the energy flow 
from BESS and/or PV to the loads. Only in case green energy 
is not sufficient, the backup generator starts to operate. 

 

Figure 9: The Lighthouse Project in Chania Airport - Grid-
connected and Islanded Modes of Operation   

Indicative photos of the project are presented in Figure 9. 

 

 

Figure 10: The Lighthouse Project in Chania Airport: PV panels 
and BESS 

CONCLUSION 

The energy transition poses new challenges for the DSOs. 
Significant grid development will be required in the longer 
term; it is estimated that annual investments in distribution 
grids should increase from 50% to 70% over the period 2020-
2030. Moreover, to be able to connect RES and new loads, 
grids will need to be significantly expanded and reinforced. In 
addition, they will need to be modernized, since they are still 
relatively “blind”. To properly manage the future system, 
much more observability and controllability will be required. 
In this context, DSOs should also focus on enhancing system’s 
adaptive capacity to withstand potentially disruptive events 
through infrastructure hardening (hard resilience / focus on 
resistance) and on improving system’s coping capacity so that, 
if disrupted, it can rapidly recover operations, minimizing 
downtime and maintaining an adequate functionality (soft 
resilience / focus on absorption). Potential future research 
could integrate forecasting load demand and renewable 
generation models to remove the uncertainty of using 
historical data. 
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Abstract— The dairy industry generates a significant 

amount of wastewater, presenting a potential opportunity for 

recycling that could mitigate environmental impact and provide 

economic benefits for dairies. Membrane processes are suitable 

technologies for wastewater recycling. Numerous studies have 

been conducted on this topic. However, they are usually dealing 

with application on a specific separate stream of wastewater 

such as flushing water or vapour condensate. In this 

contribution, we focus on the recycling of the mixture of all 

effluents from a dairy plant, which is typically highly polluted 

and more common in the practice. The main goal of this paper 

is to experimentally assess the efficiency of reverse osmosis in 

treating real dairy wastewater. The experimental apparatus 

consists of pre-treatment filtration, ultrafiltration and two-stage 

reverse osmosis. The COD removal efficiency exceeded 99.8%, 

and the final COD concentration was approximately 80 mg/L. 

These results demonstrate that the reverse osmosis is a suitable 

method for the recycling of this type of wastewater. However, 

heavy fouling occurred during pre-treatment and 

ultrafiltration, which limits its practical application. Future 

research will build on these findings and will focus on the fouling 

problem and long-term operation. 

Keywords—sustainability, reverse osmosis, water reuse, 

fouling  

INTRODUCTION 

Water scarcity and pollution are growing issues in many 
countries. Industry consumes large amounts of drinking 
water, much of which is discharged as wastewater. Recycling 
this wastewater can significantly reduce industrial water 
consumption and provide opportunities to recover valuable 
by-products for reuse or sale. The food industry is a major 
consumer of water, with the dairy sector alone accounting for 
up to 30%. Wastewater is generated during dairy production, 
with levels ranging from 0.3 to 10 Lww/Lmilk [1]. The majority 
of this wastewater is generated from the cleaning of 
equipment and tools, as well as from various process 
operations such as pasteurisation, high temperature 
treatment, or cooling [2]. Increased recycling of dairy 
wastewater could reduce water consumption, contributing to 
the sustainability and environmental friendliness of the 
industry. Additionally, wastewater recycling offers economic 
benefits for dairies, as recycled water can be used for various 
thermal processes such as boilers, heat exchangers, and 
cooling towers, as well as cleaning operations, such as tanks, 
floors, and tools [3], [4]. The recovery of secondary raw 
materials from wastewater, such as milk proteins, lactose, or 
caseins, has potential applications in pharmaceutical and 
biotechnological products, as well as in certain dairy products 
[3], [5]  

Membrane technologies, including ultrafiltration (UF), 
microfiltration (MF), reverse osmosis (RO), membrane 
distillation (MD), or forward osmosis (FO), are becoming 
increasingly popular in the field of industrial wastewater 
recycling due to their advantages over traditional methods. 
The main benefits of membrane processes are their high 
efficiency in removing pollutants, scalability, small built-up 
area, no use of chemicals, and ability to separate secondary 
raw materials [6], [7]. However, these processes also have 
some drawbacks, such as membrane fouling and the cost of 
membrane replacement. Furthermore, some technologies, 
such as reverse osmosis, may require higher energy 
consumption. 

The recycling of dairy wastewater using these 
technologies is not yet widely implemented in industrial 
practice, despite the increasing attention it receives in the 
literature. Several studies have investigated the experimental 
treatment of dairy wastewater using membrane processes. 
Vourch et al. [8] investigated the treatment of flushing dairy 
wastewater from skim milk and whey processing by reverse 
osmosis. TOC (total organic carbon) removal efficiency was 
greater than 99% for all wastewater samples. Additionally, 
after the second treatment with reverse osmosis TOC was 
reduced below the French drinking water standard limit 
(TOC < 2 mg/L). The treatment of dairy wastewater by 
microfiltration, nanofiltration and reverse osmosis was 
studied by Bortoluzzi et al. [9]. The most efficient 
configuration was MF + RO with reductions of 100% 
turbidity, 100% colour, 94% TKN (total Kjeldahl nitrogen) 
and 84% TOC. Brião et al. [3] compared nanofiltration and 
reverse osmosis as treatment methods for simulated and real 
dairy wastewater. The RO showed better performance in 
terms of rejection efficiency as well as fouling propensity. 
Although the COD (chemical oxygen demand) reduction was 
high (88 mg/L after the first stage and 42 mg/L after the 
second stage), it was still higher than drinking water quality 
requirements. A comprehensive review of membrane 
processes used for water reuse in the food processing industry 
including the dairy industry has been conducted by Garnier 
et al. [2]. In general, it can be stated that reverse osmosis is 
capable of efficiently treating of dairy wastewater. However, 
most of the mentioned articles dealt with specific separate 
streams of dairy wastewater such as rinse water, vapour 
condensate or water from flash coolers. In practice, dairy 
wastewater is usually a mixture of all plant effluents, 
including grey water or toilet water. This type of wastewater 
is usually highly polluted and may be more difficult to treat 
with membrane processes. The main goal of this paper is to 
evaluate the efficiency of reverse osmosis on a mixture of all 
effluents from a dairy factory and its potential for wastewater 
recycling. Additionally, we identify the major limitations for 
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the application of reverse osmosis in industrial scale. Firstly, 
the experimental apparatus, operating conditions and treated 
wastewater are described. The results of the experiment are 
the disclosed and discussed in more detail. Also, the 
shortcomings of the experiment are presented and corrective 
measures are proposed. Finally, the future research is 
presented. 

MATERIALS AND METHODS 

Feed Wastewater 

The dairy wastewater was provided by a Czech dairy 
company. The wastewater was a mixture of the most effluents 
from the plant, including grey water and toilet water 
(Figure 1). A total of 100 L of wastewater was collected. The 
experiments were conducted on the same day as the 
collection in order to avoid changing the properties of the 
wastewater due to biological processes. 

 

Figure 1: Feed dairy wastewater 

Membranes and Apparatus 

The experimental apparatus consists of three stages: pre-
treatment, ultrafiltration, and reverse osmosis. The pre-
treatment includes AQUA RLA nylon filter cartridge with 80 
µm pore size, Pentair polypropylene filter cartridges with 25 
µm and 5 µm pore size and Pentair carbon block filter 
cartridge with 10 µm on pore size. A hollow fibre membrane 
IONICORE UF 11 with 10 nm pore size was used for 
ultrafiltration. Reverse osmosis consists of two modules with 
spiral wound polyamide thin film composite membrane 
(RE2521-BE) from CSM company. The membrane 
characteristics are summarised in Table 1. 

Table 1: Membranes characteristics 

Treatment stage 

Parameters 

Manufacturer Material 
Max 

pressure 
[bar] 

Max 
temperature 

[°C] 

Pore size 
[µm] 

Rejection 
Effective 

membrane 
area [m2] 

Pre-

tretatment 

P80 AQUA Nylon 8 50 80 – 0.047 

P25 Pentair Polypropylene 8 63 25 – 0.047 

P10 Pentair 
Pressed 

activated carbon 
8 82 10 – 0.047 

P5 Pentair Polypropylene 8 63 5 – 0.047 

UF IONICORE Polysulfone 8.5 40 0.01 – 0.025 

RO CSM Polyamide 41.4 45 – 99.7 1.1 

Additionally, the experimental apparatus consists of three 
storage vessels and three pumps. A simplified scheme of the 
apparatus is shown in the Figure 2. Storage vessels (V1–V3) 
were used to store the wastewater between the individual 
stages. Also, different pumps were used for each stage due to 
different requirements for wastewater flow characteristic. 
Pump-1 was a diaphragm pump VerderAir VA 15 PP, pump-
2 was a diaphragm pump E-CHEN EC-204-600A, and pump-

3 was a rotary pressure pump MWG. Pre-treatment filters 
(P80–P5) and ultrafiltration (UF) was used in dead-end mode, 
therefore only one stream came out from these modules. Two 
streams, permeate and retentate, came from reverse osmosis 
modules (RO1 and RO2). These modules were connected in 
series so that the retentate from the first module flows into 
the second module. 
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Figure 2: Scheme of experimental apparatus 

The experimental apparatus also contains instrumentation 
for measuring pressure, temperature, and volume flow. All 
the sensors were supplied by the IFM company. Pressure was 
measured on all stages by PN 2594 pressure sensors. each 
stage had a SM 8020 magnetic-inductive flow meter. 
Temperatures were measured using a TCC 831 sensor.  

Treatment process 

The experiment was carried out at the Brno University of 
Technology, NETME Centre in the Laboratory of energy 
intensive processes. The total volume of treated dairy 
wastewater was 50 L. Feed dairy wastewater was put into 
vessel V1 and pumped to the pre-treatment stage. When all 
the wastewater was treated by the pre-treatment stage, then it 
went to the ultrafiltration. After ultrafiltration, all the 
wastewater continued to the reverse osmosis stage. Between 
the stages the wastewater was stored in vessels V2 and V3. 
In all stages the wastewater had the same temperature of 
23 °C. The operating pressures and flow rates are 
summarised in Table 2. These conditions are not described 
for the pre-treatment stage because they did not stabilise 
during the experiment. This will be discussed in more detail 
in the results and discussion section. The duration of the 
experiment was 55 minutes. 

Table 2: Operating conditions 

Treatment stage 

Operating parameters 

Trans membrane 
pressure [barg] 

Volume flow rate 
[L/min] 

UF 9.5 0.13 

RO1 10.0 2.63 

RO2 9.9 2.44 

 

The efficiency of the membrane processes was 
determined in terms of species removal efficiency (ER, %) 
based on the concentrations of determined species in the 
permeate (CP, mg/L) and in the feed (CF, mg/L). 

𝐸𝑅 = (1 −
𝐶𝑃
𝐶𝐹
) ∙ 100 (1) 

The performance of reverse osmosis was also evaluated in 

terms of water recovery (R, %) given by the ratio of 

permeate volume (VP, m3) and feed volume (VF, m3). 

𝑅 =
𝑉𝑃
𝑉𝐹
∙ 100 (2) 

Additionally, the COD rejection of the membrane was 
evaluated according to the following equitation (3): 

𝑅𝐽 = (1 −
𝐶𝑃
𝐶𝑅
) ∙ 100 (3) 

where CP and CR are the permeate and the retentate COD 
concentrations. 

Analysis 

The characteristics of the raw wastewater, permeates from 
pre-treatment, ultrafiltration and reverse osmosis, and 
retentates from reverse osmosis were evaluated in terms of 
six parameters (pH, electrical conductivity, dry matter, total 
dissolved solids-TDS, total suspended solids-TSS, COD). 
The analyses followed the methodologies described in 
international standard ISO 15705:2002, European standard 
EN 872:2005, European standard EN 15934:2012 and Czech 
standard ČSN 75 7346 for COD, TSS, dry matter and TDS, 
respectively. Conductivity was measured by conductivity 
probe from Vernier (accuracy ± 4% of full scale reading) and 
pH was measured by pH sensor from Vernier 
(accuracy ± 0.2).  

RESULTS AND DISCUSSION 

The main objective of the experiment was to determine 
whether membrane processes, in particular reverse osmosis, 
are capable of reducing the concentration of pollutants in 
highly polluted dairy wastewater to a level low enough for 
water reuse. The results are summarised in Table 3. The most 
important parameter is COD, which gives us information 
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about organic pollution. This type of pollution is the most 
abundant in dairy wastewater. The overall COD removal 
efficiency was 99.8 %. The other removal efficiencies of 
TDS, TSS and electrical conductivity were 99.6%, 100%, and 

88.6%, respectively. The water recovery for the RO stage was 
17.1%. The COD rejection of the RO membranes was 97.6% 
and 98.0 % for RO1 and RO2, respectively. 

Table 3: Wastewater characteristics after the treatment stages

Treatment stage 

Wastewater parameters 

COD [mg/L] 
El. Conductivity 

[µS/cm] 
Dry matter [%] TDS [mg/L] TSS [mg/L] pH [–] 

Feed 44,469 3,600 1.11 6,019 5,317 3.6 

Pre-treatment 16,451 3,100 0.90 3,181 4,883 3.8 

UF 10,090 3,120 0.73 – – 3.7 

RO1-perm 86 450 0.014 142 – 4.5 

RO1-ret 18,857 3,240 0.88 3,457 4,973 3.8 

RO2-perm 78 410 0.002 21 – 3.9 

RO2-ret 20,870 3,510 1.00 3,560 5,427 3.8 

The results show that RO is capable of significantly 
reducing organic pollution. The final COD levels in the RO 
permeate were below 125 mg/l, which is the discharge limit 
for municipal wastewater treatment plants, which is also used 
as a minimum requirement for recycled water quality for 
agricultural irrigation, and this value can be used as the 
minimum benchmark for recycled water quality in industry. 
Additionally, there were no suspended solids in the permeate. 
From this point of view, the experiment can be considered 
successful. However, in the Czech Republic there are no 
general requirements for the quality of recycled water. The 
assessment of the appropriate recycled water quality is up to 
the relevant authorities. Therefore, the minimum 
requirements can differ according to the final use of recycled 
water. This is also a problem throughout the European Union, 
as discussed in more detail in reference [10]. 

However, there were some complications during the 
experimental procedure. A significant decrease in volume 
flow rate and a simultaneous increase in operating pressure 
were observed during pre-treatment. This was caused by 
heavy fouling of the filters. Moreover, the dead-end 
configuration of these filters may have enhanced and 
intensified the fouling. The same phenomenon was observed 
on the ultrafiltration membrane, where the volume flow rate 
decreased at a very low level (0.13 L/min). Additionally, the 
operating pressure increased above the recommended limit. 
Therefore, the ultrafiltration was aborted when 
approximately 4 litres had been filtered. The rest of the dairy 
wastewater was then directly fed to the reverse osmosis 
without passing through ultrafiltration. The heavy fouling 
was probably enhanced by the type of hollow fibre module 
and the dead-end configuration of the ultrafiltration. This is 
because hollow fibre modules have a poor resistance to 
fouling. No signs of fouling were observed during the RO 
process. However, the process only lasted 15 minutes, which 
is not sufficient for a proper assessment of the fouling.  

This experiment showed that reverse osmosis is an 
efficient treatment method even for highly polluted dairy 
wastewater. However, fouling occurred as a major limitation 
during the experiment, especially during pre-treatment and 
ultrafiltration. This problem could be mitigated by using a 
different type of pre-treatment, e.g. coagulation/flocculation, 
or by using a different type of membrane, e.g. cross-flow 
microfiltration, tubular or spiral wound membranes. Solving 
the fouling problem is the key aspect for industrial scale 

application. Also, a greater degree of wastewater stream 
separation could lead to the fouling minimisation and greater 
application of membranes in the dairy industry. This is 
because separate wastewater streams could be easier for 
treatment than one stream with all effluents due to the lower 
complexity of pollution. In addition, wider industrial 
deployment could be supported by validation of applicability 
on a wider range of dairy wastewater, investigation of long-
term membrane operation in terms of fouling, optimisation of 
operating parameters and appropriate maintenance, or 
integration with other technologies to approach zero liquid 
discharge (ZLD). Therefore, future work will concentrate on 
the assessment of efficient dairy wastewater pre-treatment 
prior to reverse osmosis. Additionally, long-term 
experiments will be conducted to evaluate reverse osmosis 
fouling.  

CONCLUSION 

An experimental assessment of the reverse osmosis 
efficiency for highly polluted dairy wastewater treatment has 
been presented. The overall COD removal efficiency was 
99.8% with an absolute value of around 80 mg/L. This value 
is below the discharge limit for municipal wastewater 
treatment plants, which can serve as a minimum benchmark 
for wastewater recycling. Additionally, the TDS, TSS and 
electrical conductivity were significantly reduced by 99.6%, 
100%, and 88.6%, respectively. These results show that RO 
is suitable for dairy wastewater recycling. However, heavy 
fouling occurred during pre-treatment and ultrafiltration, 
which limits the potential industrial scale application. This 
fouling was probably enhanced by an inappropriate choice of 
membrane type. Therefore, corrective measures have been 
proposed to reduce the fouling. These measures include the 
use of a different type of membranes (cross-flow, tubular or 
spiral wound) or the use of a different or additional pre-
treatment step, e.g. coagulation/flocculation. Future research 
will focus on a dairy wastewater pre-treatment in terms of 
fouling mitigation as well as long-term experiments with 
reverse osmosis to assess fouling. 
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ABBREVIATIONS  

 

COD  Chemical oxygen demand 

FO  Forward osmosis 

MD  Membrane distillation 

MF  Microfiltration 

RO  Reverse osmosis 

TDS  Total dissolved solids 

TKN  Total Kjeldahl nitrogen 

TOC  Total organic carbon 

TSS  Total suspended solids 

UF  Ultrafiltration 

ZLD  Zero liquid discharge 
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Abstract— Waste-to-energy (WtE) technologies provide a 

viable solution for dealing with the large quantities of municipal 

solid waste (MSW) generated in modern societies. However, 

they must be optimally integrated with waste management and 

energy distribution networks to maximize their economic and 

environmental benefits. We propose a strategic optimization 

model for locating waste processing facilities, allocating waste-

generating communities to them, determining the types and 

capacities of equipment in each, and directing the flow of energy 

products (electricity, heat and hydrogen) from them to demand 

nodes, aiming to achieve two objectives: minimizing total cost 

and minimizing greenhouse gas emissions. The cost, emission, 

and conversion functions of three WtE technology alternatives 

(TAs) are meticulously derived so they can be incorporated into 

the mathematical model. The proposed approach is applied to a 

realistic case study in Canada. Results show that the type and 

location of WtE technologies depend on the objective sought, the 

cost structure of TAs, and the price of energy products. 

Keywords— Waste-to-Energy, Location-Allocation, 

Technology Selection, Capacity Planning, Environment 

INTRODUCTION 

Effective management of municipal solid waste (MSW) 
represents a major challenge for policymakers nowadays. On 
the one hand, around one-third of the approximately 2 billion 
tons of MSW generated globally each year are not being 
adequately managed from an environmental standpoint [1]. 
On the other hand, collecting, transporting, sorting and 
disposing of these vast quantities of MSW consume a lot of 
energy and generate substantial amounts of greenhouse gas 
(GHG) emissions [2]. Recent advances in Waste-to-Energy 
(WtE) technologies like incineration, anaerobic digestion 
(AD), pyrolysis, and gasification offer a promising solution to 
the MSW problem faced by communities worldwide. This is 
why some agencies like the United States Environmental 
Protection Agency have listed MSW as a renewable energy 
source usable to attain sustainable development goals [3]. 

Nevertheless, successful integration of WtE solutions 
within existing energy systems requires a thorough 
assessment of both the technologies themselves and the 
networks used to carry their inputs (i.e., waste) and outputs 
(i.e., energy). Indeed, large, centralized WtE processing 
facilities enjoy a cost advantage over small ones due to 
economies-of-scale and improved technical efficiency. 
However, they are also associated with higher costs and GHG 
emissions for shipping MSW from communities and energy 
products to demand points. Furthermore, the technical, 
economic and environmental feasibility of each WtE 
technology depends on the quantity and composition of the 

MSW it utilizes. Hence, it is necessary to jointly consider the 
WtE technology selection, location and capacity planning, and 
the configuration of waste collection and energy distribution 
networks when assessing the viability of utilizing WtE 
solutions in energy systems.  

Despite the growing researchers’ interest in optimizing 
waste collection (see, e.g., [4]) and WtE plant location and 
technology selection (see, e.g., [5], [6]), little attention has 
been paid to addressing the two problems simultaneously. 
Among the few studies that consider this combination is the 
two-stage stochastic optimization model proposed in [7], 
which optimizes the location of WtE plants and the shipment 
of MSW to then under waste composition uncertainty. 
However, the issues of technology selection and capacity 
planning were overlooked in this work. Conversely, in works 
that focused on the latter issues, e.g., [6], the spatial aspects of 
waste management, i.e., collection and transportation of 
MSW, were ignored. 

This paper aims to fill the afore-described gap by 
proposing a high-level, strategic optimization model for 
designing an integrated MSW-to-energy (MSWtE) system 
that can process the MSW generated in a given geographical 
region. Unlike previous studies that had a narrow focus on 
certain aspects of the system, we jointly address the 
interconnected decisions of locating waste processing 
facilities and determining the types and capacities of WtE 
technologies in them, the assignment of MSW-generating 
communities to facilities, and the flow of energy products 
(electricity, heat and hydrogen) to demand points. The 
proposed bi-objective model aims to maximize the total 
revenue from selling energy products, net of MSW and energy 
products’ shipping costs and facilities’ capital and operational 
costs, and minimizing the total GHG emissions from the entire 
process. Three technology alternatives (TAs) are considered 
for installation in WtE processing facilities: 1) incineration 
with a steam power generator, 2) AD with combined heat and 
power (CHP) units, and 3) plasma arc gasification (PAG) with 
hydrogen separation. Given that equipment cost functions are 
concave, the formulation results in a nonconvex optimization 
problem that can be handled using modern global optimization 
solvers. The proposed approach is applied to a realistic case 
study in Canada to design an MSWtE system that can supply 
electricity, heat, and hydrogen while reducing landfilling, and 
the results are analyzed. 

The remainder of this paper is organized as follows. The 
next section provides a brief description of the problem and its 
mathematical formulation. The cost, emission, and conversion 
functions of the different TAs are meticulously derived in 
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Section III such that they can be incorporated into the 
mathematical model. Sections IV describes the case study and 
the results obtained based on it, whereas a conclusion is 
presented in Section V. 

PROBLEM DESCRIPTION AND FORMULATION 

Problem Description 

The decision-maker in the problem under consideration is 
an entity responsible for collecting and managing MSW in a 
given geographical area (e.g., city, province, country). This 
area is subdivided into zones/communities, indexed by 𝑖 ∈ 𝐼. 
Currently, MSW is collected from these zones and sent to 
landfills. However, to reduce the negative environmental 
impacts associated with landfilling and generate some 
revenue, the decision-maker is contemplating utilizing some 
combinations of WtE and energy conversion technologies. 
These combinations, referred to hereinafter as technology 
alternatives, are indexed by 𝑡 ∈ 𝑇. Each TA takes MSW as an 
input and generates one or more energy products, e.g., 
electricity, heat or hydrogen, indexed by 𝑝 ∈ 𝑃. For example, 
a TA can consist of an incinerator that burns waste to generate 
heat combined with a steam power generator that converts 
heat to electricity, which is then sold to potential customers. 
The list of TAs and their outputs is provided in the next 
subsection. TA equipment is to be installed in processing 
facilities (or, simply, facilities) that can be located in a subset 
of predetermined potential locations indexed by 𝑗 ∈ 𝐽. 
Moreover, demand points (i.e., sinks) are indexed by 𝑘 ∈ 𝐾, 
and each energy product can be shipped/transmitted from the 
facilities to one or more of these sinks. Examples of sinks 
include downstream processing facilities, residential 
communities, and industrial complexes. Therefore, the 
MSWtE system can be represented as the digraph 𝐺(𝒩,𝒜), 
where 𝒩 ∶= 𝐼 ∪ 𝐽 ∪ 𝐾 encompasses the nodes of this graph 
and 𝒜 is the set of arcs connecting these nodes. 

The problem aims to determine the optimal MSWtE 
system configuration, which entails the locations of 
processing facilities, the types and capacities of TA equipment 
to be installed in each facility, the flow of MSW from zones 
to facilities, and the flow of the energy products 
from them to demand nodes. Two objectives are sought: 
maximizing monetary profit and minimizing GHG emissions. 
The profit to be maximized is the difference between the 
products’ sales revenue and the total cost of the system, which 
includes the waste collection cost, the TAs’ capital and 
operating costs, and the costs associated with delivering 
products to sinks and the residual waste (if any) to landfills. 
Since waste management is considered a “cost center” by 
municipalities, the optimal profit can be negative, i.e., the 
system cost can be greater than the revenue generated. On the 
other hand, GHG emissions include those emitted in 
transporting MSW to facilities, processing the MSW, and 
delivering end products to sinks. 

Modeling Assumptions 

The following assumptions are used to formulate the 
problem: 

i. The quantity and composition of the MSW collected from 
each zone are known and fixed throughout the planning 
horizon. This is a reasonable assumption given that the 
model deals with the steady-state, long-term operation of 
the system and does not consider seasonal fluctuations. 
This assumption enables us to formulate the problem as a 
single-period, infinite-horizon optimization model. 

ii. MSW originating from each zone is assigned to a single 
processing facility. This assumption aligns with the 
current practices in waste management and simplifies the 
calculation of waste collection costs and emissions. 

iii. The cost and GHG emissions for collecting the MSW 
from a given zone and sending it to a given facility can be 
computed externally, e.g., by solving a vehicle routing 
problem, and used as input in the model. In other words, 
the issue of optimal routing is beyond the scope of this 
model. 

iv. An installed piece of equipment will be operated 
continuously and steadily at its rated capacity. Thus, the 
rated capacities of WtE equipment are calculated based 
on the quantities of MSW to be processed by them. 

Notations 

To formulate the problem, we introduce the binary 
decision variables 𝑥𝑖𝑗  and 𝑦𝑗𝑡 to denote, respectively, whether 

the MSW originating from zone 𝑖 is processed in facility 𝑗 
(i.e., the facility opened in location 𝑗, if any), and whether TA 
𝑡 is used in it, in addition to the continuous variable 𝑞𝑗𝑡 to 

denote the installed capacity of TA 𝑡 in facility 𝑗. The installed 
capacity of all equipment is measured in terms of the MSW 
mass they can process per unit time (ton/year). We also 
introduce the continuous flow variable 𝑧𝑗𝑘𝑝, which represents 

the quantity of product 𝑝 shipped/transmitted from facility 𝑗 
to sink 𝑘. Each TA has cost and emission functions, 𝑐𝑡(𝑞𝑗𝑡) 
and 𝑒𝑡(𝑞𝑗𝑡), respectively. Moreover, TA 𝑡 delivers an amount 

of product 𝑝 according to the conversion function 𝑓𝑡𝑝(𝑞𝑗𝑡). 
This function returns the product amount produced by a TA 
per unit mass of MSW processed. The annual quantity of 
MSW generated in zone 𝑖 is 𝑤𝑖 , whereas the cost and GHG 
emissions resulting from collecting this quantity and sending 
it to facility 𝑗 are 𝑎𝑖𝑗  and 𝑏𝑖𝑗 , respectively. A unit of product 𝑝 

can be sold in demand/sink node 𝑘 for 𝑠𝑘𝑝, and it costs 𝑑𝑗𝑘𝑝 to 

ship/transmit a unit of product 𝑝 from facility 𝑗 to sink 𝑘, 
whereas the GHG emissions associated with this shipment is 
ℎ𝑗𝑘𝑝. Furthermore, if TA 𝑡 is used in a facility, there are upper 

and lower limits (𝑞𝑡 and 𝑞
𝑡
) on its installed capacity. The set 

of feasible arcs for shipping product 𝑝 is denoted by 𝒜𝑝. 

Mathematical Formulation 

Based on the aforementioned problem description, 
modeling assumptions and notations, the problem can be 
formulated as follows: 

maximize 𝑇𝑃 =∑∑∑(𝑠𝑘𝑝
𝑝∈𝑃𝑘∈𝐾𝑗∈𝐽

− 𝑑𝑗𝑘𝑝)𝑧𝑗𝑘𝑝

−∑∑𝑐𝑡(𝑞𝑗𝑡)

𝑡∈𝑇𝑗∈𝐽

−∑∑𝑎𝑖𝑗𝑥𝑖𝑗
𝑗∈𝐽𝑖∈𝐼

; 

 

(1) 

minimize 𝑇𝐸

=∑∑𝑒𝑡(𝑞𝑗𝑡)

𝑡∈𝑇𝑗∈𝐽

+∑∑𝑏𝑖𝑗𝑥𝑖𝑗
𝑗∈𝐽𝑖∈𝐼

+∑∑∑ℎ𝑗𝑘𝑝𝑧𝑗𝑘𝑝
𝑝∈𝑃𝑘∈𝐾𝑗∈𝐽

; 

 (2) 

Subject to:   
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∑𝑥𝑖𝑗
𝑗∈𝐽

= 1,      ∀𝑖 ∈ 𝐼; 
 

(3) 

∑𝑤𝑖𝑥𝑖𝑗
𝑖∈𝐼

=∑𝑞𝑗𝑡
𝑡∈𝑇

,      ∀𝑗 ∈ 𝐽; 
 

(4) 

∑𝑓𝑡𝑝(𝑞𝑗𝑡)

𝑡∈𝑇

= ∑𝑧𝑗𝑘𝑝
𝑘∈𝐾

,     ∀𝑗 ∈ 𝐽, ∀𝑝 ∈ 𝑃; 
 

(5) 

𝑞𝑡𝑦𝑗𝑡 ≤ 𝑞𝑗𝑡 ≤ 𝑞𝑡𝑦𝑗𝑡 ,      ∀𝑗 ∈ 𝐽, ∀𝑡 ∈ 𝑇;  (6) 

𝑧𝑗𝑘𝑝 = 0,      ∀(𝑗, 𝑘) ∉ 𝒜𝑝;  (7) 

𝑥𝑖𝑗 , 𝑦𝑗𝑡 ∈ {0,1},     ∀𝑖 ∈ 𝐼, ∀𝑗 ∈ 𝐽, ∀𝑡 ∈ 𝑇;  (8) 

𝑧𝑗𝑘𝑝 ≥ 0,      ∀𝑗 ∈ 𝐽, ∀𝑘 ∈ 𝐾, ∀𝑝 ∈ 𝑃.  (9) 

The three terms of the profit maximization objective 
function (1) represent the revenue from selling products (net 
of shipping cost), the TA costs and the MSW collection and 
shipping costs, respectively. The GHG emissions 
minimization objective function (2) consists of the emissions 
generated by the TAs, and the emissions related to the 
shipping of MSW and energy products. The first constraint (3) 
stipulates that each waste-collection zone is assigned to a 
single processing facility. Constraint (4) ensures that the 
installed capacity of equipment is sufficient to process all 
MSW allocated to the processing facility, whereas constraint 
(5) ensures the quantity shipped equals the quantity generated 
for each facility and product type. The limits on installed 
capacity are enforced by constraint (6). Constraint (7) prevents 
any shipment of products when it is not technically feasible, 
e.g., when the distance prevents it or there is no demand for 
the product, while (8) and (9) are variable domain constraints. 
The class of this multi-objective optimization model depends 
on the functions 𝑐𝑡(𝑞𝑗𝑡), 𝑒𝑡(𝑞𝑗𝑡) and 𝑓𝑡𝑝(𝑞𝑗𝑡). The next 

section discusses their functional form. 

SYSTEM CHARACTERISTICS 

Technology Alternatives 

The following TAs are considered for installation in 
processing facilities: 

[TA1]: Incineration with a steam power generator: the heat 
generated by incinerating MSW is used to boil water into 
steam that turns a turbine to generate electricity. 

[TA2]: Anaerobic digestion with combined heat and power 
units: a series of biological processes in the absence of oxygen 
convert organic waste to biogas, which is then used in a CHP 
unit to generate heat and electricity. 

[TA3]: Plasma arc gasification with hydrogen separation: 
PAG is an extension of conventional gasification, wherein 
plasma torches are used to substantially raise the temperature 
of MSW in an oxygen-starved environment to generate 
synthetic gas (syngas). The syngas is then purified, before 
being sent to a hydrogen recovery system that consists of a 
water gas shift (WGS) unit to convert the carbon monoxide to 
hydrogen and a Pressure Swing Adsorption (PSA) unit for the 
separation and purification of hydrogen [8]. 

Cost, Emission and Conversion Functions of TAs 

The total cost of each piece of equipment includes both 
capital (acquisition, commission, installation) costs and 
operation and maintenance (O&M) costs, whereas only the 
direct (operational) GHG emissions are considered. Table 1 
depicts the cost, emission, and conversion functions of the 

different TAs. A detailed description of how these functions 
are derived is outlined next. 

Table 1: Cost, emission and conversion functions for the TAs 

TA 
𝒄𝒕(𝒒𝒊𝒕)  
($/year) 

𝒆𝒕(𝒒𝒊𝒕)  
(kg-CO2e/year) 

𝒇𝒕𝒑(𝒒𝒋𝒕) 

 

1 
1,691.9𝑞𝑗1

0.7753

+ 256.4𝑞𝑗1
0.8594 

1,191.3𝑞𝑗1 893.6𝑞1𝑗 kWh-e 

2 
140.4𝑞𝑗2
+ 141.9𝑞𝑗2

0.667 
1,085.0𝑞𝑗2 

449.8𝑞𝑗2 kWh-e 

642.6𝑞𝑗2kWh-h 

3 
179.7𝑞𝑗3
+ 81.8𝑞𝑗3

0.8111 
1,506.3𝑞𝑗3 78.5𝑞𝑗3 kg-H2 

Technology Alternative # 1 

The cost function of the first TA, (𝑡 = 1), which consists 
of an incinerator, a boiler, and a steam power generator, is 
based on [9]. The investment cost in $M for the plant is 

estimated at 2.3507𝐶𝑎𝑝𝐼𝑁𝐶
0.7753, where 𝐶𝑎𝑝𝐼𝑁𝐶  is the plant 

capacity in 1000 metric tons per year. We first change the 
units in this equation to $’s and tons of MSW/year and adjust 
for inflation (3% per year for 9 years), then amortize the 
capital cost while assuming a useful life of 15 years, a discount 
rate of 8%, and no salvage value, i.e., using a capital recovery 
factor (CRF) of 0.11683. Thus, the capital cost function 

becomes 1691.9𝑞𝑗1
0.7753$/year. The annual O&M cost 

according to [9] is 0.0744𝐶𝑎𝑝𝐼𝑁𝐶
0.8594, which is similarly 

adjusted to 256.4𝑞𝑗1
0.8594 $/year after changing the units and 

accounting for inflation. 

The CO2 emissions depend on the carbon content of the 
MSW, its moisture content, and the oxidization factor, 
according to the IPCC GLs mass balance method explained in 
[10]. Table 2.2.1 shows the breakdown of different organic 
materials in the MSW and the corresponding mass ratios of 
carbon, hydrogen and oxygen, as estimated in [6] for a landfill 
in NS. Based on 38.0% carbon content, 14.5% moisture 
content (since the remaining components have virtually no 
moisture) and an oxidization factor of 1 (the default value), 
each ton of MSW generates 1191.3 kg of CO2. 

The electricity generated is 𝜂𝑖𝑛𝑐𝐿𝐻𝑉𝑀𝑆𝑊𝑞𝑗1, where 𝜂𝑖𝑛𝑐is 

the efficiency of the incineration power plant, estimated in [9] 
using the T-S diagram at 17.25%. On the other hand, 𝐿𝐻𝑉𝑀𝑆𝑊, 
the lower heating value of MSW, is calculated in [11] as: 

𝐿𝐻𝑉𝑀𝑆𝑊 = 0.0041868(1 + 0.15[𝑂]) (7,837.667[𝐶]

+ 33,888.889[𝐻] −
[𝑂]

8
), 

where [𝑂], [𝐻] and [𝐶] are the oxygen, hydrogen, and 
carbon contents in the MSW, respectively. Based on this 
formula, the LHV of MSW equals 18.65 GJ/ton. This value 
is close to those estimated in [12] using different methods. 
Thus, the incineration plant generates 893.64 kWh of 
electricity per ton of MSW. 

Table 2: MSW Composition 
Waste 

Type 

Fraction 

(%) 

Carbon 

(%) 

Hydrogen 

(%) 

Oxygen 

(%) 

Moisture 

(%) 

Food 28.1 51 5 39 65.2 

Paper 12.3 45 5 45 6.9 

Plastic 20.2 56 6 26 0.3 

Textile 11.6 59 6 19 7.8 

Gross 72.2 38.0 3.9 24.0 20.1 
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Technology Alternative # 2 
The second TA (𝑡 =  2) includes an Anaerobic digester 

and a CHP unit. The capital cost for a new AD facility in 
Canada that produces biogas is estimated in [13] to be 
$630/ton of annual processing capacity, whereas the operating 
cost is estimated to be $80/ton of feedstock. A wide range of 
cost estimates has been provided in [14], depending on the 
feedstock type, end product, specific AD technology, and 
facility capacity and location. However, the above estimates 
seem reasonable and will be used herein. First, we adjust these 
values for inflation (3% per year for 14 years). Upon 
amortizing the capital cost using a CRF of 0.11683 (similar to 
the first alternative), the total annual cost per ton of feedstock 
amounts to $232.34/ton. It should be noted, however, that only 
the organic (food) part of the MSW can be used for AD. 
Hence, for a ton of MSW, only 281 kg are processed through 
AD, whereas the remainder ends up in a landfill for a tipping 
fee of $100/ton, a typical rate in North America. 

The biogas yield from organic waste ranges between 0.3 
and 0.5 m3/kg volatile solids (VS) [15]. The VS fraction in 
MSW depends on its composition, but can be reasonably taken 
as the fraction of food waste, i.e., 28.1%. This value is close 
to the 20%, by weight, VS fraction suggested in [16]. Hence, 
each ton of MSW generates about 112.4 m3 (5016 moles) of 
biogas (assuming a mid-point yield of 0.4 m3/kg), or 
equivalently 129.41 kg of biogas (assuming 35% CO2 65% 
CH4 composition). Although the solid residues resulting as 
byproducts of AD might have some industrial and agricultural 
usages, we disregard them here and focus on the energy 
products. Based on the aforementioned composition of the 
generated biogas, its LHV is 65% of that of methane 
(55MJ/kg), amounting to 35.75 MJ/kg, or equivalently 
4,626.5 MJ per ton of MSW. 

To compute the capacity of the CHP unit, the input energy 
per year, 4,626,500𝑞𝑗2 kJ is divided by (365 × 24 × 60 × 60) 

to obtain around 0.14671𝑞𝑗2 kW power input. We assume a 

constant electrical efficiency of 0.35 and a constant heat 
efficiency of 0.5 for the CHP unit. These values are quite 
typical in the literature (see, e.g., [17]). Thus, the CHP unit 
shall have a rated (electrical) capacity of 0.051347𝑞𝑗2kW and 

delivers 0.073355𝑞𝑗2kW of heat. In terms of energy delivery 

per year, these power rates correspond to 449.8𝑞𝑗2kWh of 

electricity and 642.57𝑞𝑗2 kWh of heat, which define the 

conversion function. The investment cost function of a 
sparkplug ignition (SI) biogas-fueled CHP unit is estimated to 
be 4,639𝐶𝑎𝑝𝐶𝐻𝑃

−0.333 Euros/kW, where 𝐶𝑎𝑝𝐶𝐻𝑃  is the rated 
capacity in kW, in 2005 [17]. Accounting for inflation and the 
currency exchange rate ($1.08181/Euro), the investment cost 

is estimated to be 8,800(0.051347𝑞𝑗2)
0.667

=

 $1,214.5𝑞𝑗2
0.667. Again, amortizing the capital cost over the 

same useful life yields an annual cost of 141.9𝑞𝑗2
0.667. On the 

other hand, the O&M cost is estimated in [18] to be 4 
Euros/MWh in 2007, which is equivalent to $3.22/ton of 
MSW after accounting for inflation and exchange rate, and 
considering that each ton of MSW generates 4,626,500 ×
 35%/3600 =  449.8 kWh-e. Hence, the cost function 
becomes: (0.281 × 232.33 + 0.719 × 100 + 3.22)𝑞𝑗2 +

141.9𝑞𝑗2
0.667 = 140.4𝑞𝑗2 + 141.9𝑞𝑗2

0.667. 

The GHG emissions for this technology alternative have 
three main sources. First, some biogas escapes during the AD 
process, estimated in [19] as 6.3% of the total production. 
Based on the aforementioned biogas composition, each ton of 
MSW generates 42.29 kg of CO2 and 84.12 kg of CH4. The 

100-year global warming potential (GWP) of methane is 27.9 
[20]. Thus, the CO2-equivalent emissions from this source are 
150.52 kg/ton. The second source of GHG emissions is the 
combustion of biogas in the CHP unit to generate electricity 
and heat. In particular, one mole of methane generates one 
mole of carbon dioxide according to CH4 + 2O2 → CO2 + 
2H2O, or equivalently, every 16 grams of CH4 generates 44 
grams of CO2. Thus, the 84.12 kg/ton of methane generate 
231.32 kg/ton of CO2, to be added to the remaining CO2 in 
biogas to get 273.61 kg/ton from the second source. The third 
source corresponds to landfilling the remaining (non-organic) 
part of the MSW. landfills are notorious for generating large 
amounts of GHGs, especially methane and carbon dioxide. 
Besides the organic waste used in the AD process, the other 
primary degradable waste type is paper, which has a carbon 
content of 55.35kg/ton of MSW. According to [21], the 
dissimilation factor of biogenic carbon as landfill gas is 
estimated at 0.5, besides another 0.04 as leachate, totaling 
0.54, which is the fraction of carbon that leaves the landfill as 
gas within 100 years. It is estimated that 55% of this carbon 
becomes CH4 and 45% becomes CO2 [21]. Thus, each ton of 
MSW processed using TA2 generates 21.92 kg of CH4 and 
49.32kg of CO2, or equivalently, 660.89 kg-CO2e. Adding this 
quantity to the emissions from the first two sources, the 
emission function is 1,085𝑞𝑗2 kg-CO2e/year. 

Technology Alternative # 3 

The third TA (𝑡 =  3) includes a PAG unit that uses heat 
to generate syngas from MSW and a PSA unit that recovers 
hydrogen from syngas. The syngas generated using PAG is 
typically composed (by volume) of 42.9% CO, 34.8% H2 and 
16.6% CO2, with the remaining volume consisting of Nitrogen 
and traces of CH4 [22]. These fractions correspond to 
approximately 57.8% CO, 3.3% H2, and 35.1% CO2 by 
weight, with a carbon percentage of 34.34% in the syngas. The 
quantity and composition of the syngas depend on the 
equivalence ratio, reactor temperature, waste composition and 
physical properties, and composition and inlet temperature of 
the gasifying medium [23]. However, for simplicity, we 
assume that these operating parameters are predetermined and 
fixed. Assuming a carbon conversion efficiency (CCE) of 
95%, out of each ton of MSW, 361.5 kg of carbon is converted 
to syngas, implying that approximately 1,051 kg of syngas is 
generated per ton on MSW (i.e., 606.7 kg CO, 35.2 kg H2 and 
368.9 kg CO2). The calorific value of the generated syngas 
quantity per ton of MSW is 10.391 GJ, which represents 
55.72% of the LHV for MSW (in GJ/ton). This value is within 
the 50-80% typical cold gas efficiency values for gasification 
as reported in [23]. The carbon monoxide is then converted to 
hydrogen in the hydrogen recovery system according to CO + 
H2O → CO2 + H2, i.e., each 28 kg of CO generates 44 kg of 
CO2 and 2 kg of H2, assuming perfect conversion. Thus, the 
total quantities of H2 and CO2 generated per ton of MSW are 
78.5 kg and 1,322.3 kg, respectively. 

PAG is a relatively new technology with only a few pilot 
and small-scale projects completed. It is, therefore, quite 
difficult to extract the technology cost function from the few 
data points available. We rely on the 6 projects reported in [8] 
and perform power regression for the relationship between 
capital cost and capacity (in tons of MSW per year) to obtain 

the relation $491.11𝑞𝑗3
0.8111. By accounting for inflation (3% 

per year over 12 years) and amortizing the capital cost using 
the CRF of 0.11683, we get the investment cost function for 

the plasma reactor as 81.8𝑞𝑗3
0.8111 $/year. As for the O&M 

costs, we use the estimate of $126.5/ton made in [24]. As for 
the hydrogen recovery process, [6] estimated the cost to be 
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$26,712/MWh of energy output from the PSA. Given that 
hydrogen has a calorific value of 39.4 kWh/kg, the cost is 
$0.677/kg-H2, or equivalently $53.2/ton of MSW. 

Besides the CAPEX and OPEX, the PAG technology uses 
significant quantities of electricity to generate heat. [23] 
estimated that PAG consumes between 1,200 and 2,500 MJ 
(333.3 and 694.4 kWh) of electricity per ton of MSW, whereas 
[25] estimated that for a large-scale (3,600 MW) plasma 
gasification power plant, the electricity consumption is 115 
kWh per ton of MSW for the reactor only. Assuming the 
almost-midrange electricity consumption of 1,800 MJ/ton 
(i.e., 500 kWh/ton), and assuming a cost of 8 cents per kWh, 
the electricity cost is $40/ton of MSW. The GHG emissions 
associated with electricity consumption depend on the power 
generation mix. Assuming GHG emissions of 368 kg-
CO2/MWh (the 2023 US average), each ton of MSW 
generates 184 kg of CO2 from electricity consumption. 

Shipping Costs and Emissions 

We first consider the costs and GHG emissions 
corresponding to the collection of MSW from zones and 
shipping them to processing facilities. Given that these 
facilities are usually located far away from residential 
communities to protect people from their negative health and 
environmental effects [7], it is reasonable to separate the 
processes of collecting and shipping the MSW. The waste 
collection process is performed at each community 
independently, and its economic and environmental costs are 
not dependent on the facility to which the waste is shipped. 
Hence, these costs can be computed offline, e.g., by solving a 
routing problem, irrespective of the allocation of zones to 
facilities. On the other hand, the shipping costs depend on 
the quantities shipped and the distance traveled. Since the 
MSW amounts collected from any community are vast 
relative to the capacity of a single waste truck, we can assume 
that shipping costs and emissions are linearly proportional to 
the MSW quantity. Likewise, the shipping economic and 
environmental costs are linearly proportional to the distance 
between the community and the facility. Given that the 
capacity of a typical garbage truck is 18 tons, 
that it consumes an average of 0.5 liters of diesel per km [26], 
and that the price of diesel is around $1.2/liter, the fuel cost is 
$0.033/km/ton. We then add overheads (e.g., driver, 
maintenance) of 50% to reach an MSW shipping cost of 
$0.05/km/ton. A diesel engine generates around 2.7 kg-
CO2/liter, thus the emissions from MSW shipping is 0.075kg-
CO2/km/ton. Note that these values must be multiplied by 2 to 
account for the round trip. 

Hydrogen is transported in tube trailers having a capacity 
of 1,042 kg. Using the same parameters for the truck as above, 
the hydrogen shipping cost is around $1.73/km/ton and 
the corresponding CO2 emission is 2.59 kg-CO2/km/ton (both 
ways). The transmission costs of electricity (heat) include both 
the capital cost of the transmission line (pipe) and the 
transmission losses. Both of these costs are assumed 
proportional to the distance. In contrast, the carbon emissions 
are calculated based on the transmission losses only. 
Hydrogen is assumed to be sold for $3/kg, which is a quite 
typical price of “grey” hydrogen in 2024, whereas electricity 
is sold to the utility at $0.175/kWh, the feed-in tariff in NS for 
electricity generated using CHP from biomass. Estimating the 
selling price of heat is a challenging task since it depends on 
the application. However, considering that most of it will be 
used in district heating to substitute heat generated by 90%-
efficiency furnaces that use propane (heating value = 7 

kW/liter, bulk price =  $0.8/liter), it is reasonable to assume a 
selling price of $0.125/kWh-h. 

CASE STUDY 

The proposed approach is implemented to design a 
MSWtE system in the Province of Nova Scotia (NS) , Canada. 
The residential MSW (i.e., garbage) quantities for each of 
NS’s 29 municipalities between April 2022 and March 2023 
(the latest available data) is extracted from [27], totaling 
around 120 thousand tons. As for potential locations for the 
processing facilities, we use the locations of the existing seven 
MSW disposal sites in NS [28]. The shortest driving distance 
between each municipal office/town hall and potential facility 
location is found using Google Maps and used to calculate 
MSW shipping costs and emissions. Since all facilities are 
currently connected to the electricity grid, the cost associated 
with delivering the generated electricity is set to zero. On the 
other hand, heat is sent to the closest community within 30 km 
of the facility for district heating. A penalty of 2% per km of 
the heat selling price is assumed to account for losses and 
infrastructure cost (e.g., pipes). GHG emissions for electricity 
and heat transmission are assumed negligible. As for 
hydrogen, it is shipped to the closer of the ports of Halifax or 
Point Tupper, the two ports that can be used to export 
hydrogen in NS. To avoid unrealistic solutions, if a TA is used 
at any location, its installed capacity cannot be less than 5,000 
ton/year of MSW. 

Table 3: Optimal solutions and values 

Scenario Max Profit Min Emission Bi-Objective 

Facility TA Installed Capacity (ton MSW) 

1 -  TA2: 9,916  - 

2 -  TA2: 5,092  TA2: 8,244 

3 TA3: 23,004  TA2: 22,276  TA2: 23,004 

4 TA3: 97,150  TA2: 52,562  
TA2: 29,016 

TA3: 59,890 

5 -  TA2: 7,849   

6 -  TA2: 7,309   

7 -  TA2: 15,152   

TP (millio $) 3.84 -2.22 0.99 

TE (kiloton CO2e) 183.23 131.48 157.35 

 The problem is solved using Gurobi. Table 3 depicts the 
results for three scenarios, namely single-objective profit 
maximization and emission minimization cases, and a bi-
objective case that optimizes both objectives. The well-known 
𝜀-constraint method is used in the bi-objective scenario, by 
which profit maximization is considered the primary 
objective, whereas the quantity of GHG emissions is capped 
to its mid-point value (i.e., 157.353 kiloton CO2e) between the 
optimal values of the two single-objective models. The table 
shows the installed capacity of each TA in each facility, in 
addition to the total profit and the total GHG emissions. 

 For the profit maximization case, only two processing 
facilities (in Guysborough and Halifax) are opened, and TA3 
(PAG with hydrogen separation) is used in both. This result 
reflects both the impact of economies-of-scale, which favors 
large, centralized facilities, and the high revenue from 
hydrogen sales compared to electricity and heat. Both 
facilities are very close to the hydrogen exportation ports to 
minimize the relatively high hydrogen shipping costs. It is 
interesting to note that this solution generates a positive profit 
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of around $32 and about 1.525 ton-CO2e per ton of MSW. In 
contrast, the emission minimization objective led to a 
decentralized MSWtE system with all 7 potential facilities 
opened and each municipality is assigned to the closest facility 
to minimize shipping-related GHG emissions, while 
respecting the minimum allowable capacity constraint. Since 
the emission functions for all TAs are linear in processing 
capacity, there is no value in consolidation. Furthermore, TA2 
(AD with CHP) is used in all facilities since it has the lowest 
per unit amount of GHG emissions. The emissions generated 
per ton of MSW has decreased to 1.095 ton-CO2e, but at a 
monetary loss of $18.5/ton of MSW. In the bi-objective case, 
which tries to balance economic and environmental 
considerations, three facilities are opened in Cumberland, 
Guysborough and Halifax. The first two facilities use TA2 
exclusively, whereas the third one combines TA2 and TA3 to 
generate electricity, heat and hydrogen. This scenario results 
in a modest profit of $8.27 and GHG emissions of 1.31 ton-
CO2e per ton of MSW. Interestingly, TA1 (incineration) is not 
used under any scenario due to the high cost and emissions of 
the steam power plant, which becomes economically viable 
only with a large processing capacity (𝑞𝑗1 > 300,000 

ton/year). 

  

Figure 1: Pareto Frontier 

 Fig. 1 presents the Pareto Frontier of the feasible solutions, 
which represents the best trade-offs between the economic and 
environmental objectives. Decision-makers can select the 
solution that matches their priorities and limitations. 

CONCLUSION 

Clearly, the optimal MSWtE system design depends on the 
objective sought and the available TAs. Economies-of-scale 
plays an important role in determining the level of 
centralization and the TA to be installed. Furthermore, the 
selling price of energy products significantly affect the 
profitability of the system, with the high-priced hydrogen 
being the most lucrative. Inevitably, there is a trade-off 
between maximizing profitability and minimizing the 
environmental impact. This research can be extended by 
considering additional WtE technologies such as gasification 
and pyrolysis, the possibility of generating high-value 
downstream products from syngas such as liquid fuels and 
chemicals, and the incorporation of waste truck routing. 
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Abstract—This paper focuses on the development of an 

innovative system for all-electric sea vessels, used in inland 

marine transportation, with a specific emphasis on minimizing 

the environmental footprint of maritime tourism activities. The 

design of a marine transport-leisure vessel for domestic inland 

routes is presented, along with the key design considerations, 

requirements and limitations of the particular application. The 

main parameters of this study include vessel capacity, range, 

maximum speed, propulsion power and total weight. Moreover, 

emphasis is placed on the selection of the most appropriate 

energy storage system, taking into account the battery 

technology and the proper sizing. Additionally, the potential for 

swapping vessel battery pack (replacing the discharged battery 

pack with a fully charged one and recharging it outside of the 

vessel) is considered and discussed. Finally, a significant part of 

this study is devoted to the electric motors’ selection to find the 

most suitable solution, in terms of performance and weight. 

Keywords—all-electric propulsion, all-electric ship, batteries, 

battery sizing, electric motor, energy storage, marine 

transportation 

INTRODUCTION 

Nowadays, the majority of new vessels are electrically 
propelled. This means that internal combustion engines are 
used as prime movers for electrical generators rather than 
vessels’ direct movement. Vessels’ primary and auxiliary 
loads are supplied by the electrical generators either directly 
or via advanced power electronic converters. This 
configuration reduces both fuel consumption and operating 
costs and improves their reliability and flexibility. On the 
other hand, it relies on fossil fuels, producing thus significant 
amounts of air pollutants, such as sulfur oxides (SOx), 
nitrogen oxides (NOx), soot (carbon particles), fine dust, 
carbon monoxide (CO) and carbon dioxide (CO2). Those air 
pollutants present adverse effects both on the environment, by 
worsening the climate change issue, and on human health [1]. 

It is worth indicating that a single large ship emits a CO2 
amount equivalent to the daily use of 70,000 cars, an amount 
of NOx equivalent to the daily use 2 million cars, and fine dust 

and carcinogenic particles equivalent to the daily use of 
approximately 2.5 million cars. Due to the aforementioned 
harmful emissions, ships are among the most serious sources 
of pollution in ports [2], [3]. What is more, the overwhelming 
majority of global goods (i.e., approximately 80% in 2022) is 
carried by sea [4]. Indeed, the global economy and 
international trade are based heavily on cargo ships, such as 
bulk carriers, container ships and tankers.  

As a result of the above, in 2018, the International 
Maritime Organization decided to drastically reduce air 
pollutant emissions. Hence, from 2020, only fuels containing 
less than 0.5% sulfur are allowed to be used in maritime 
transport, whilst for inland sea routes the exclusive use of 
marine diesel is mandatory, which is less harmful than heavy 
oil, because less dangerous pollutants are emitted during its 
combustion. However, marine diesel is significantly more 
expensive, resulting in increased maritime transport costs. 
Nevertheless, regardless of the environmental and financial 
costs, it is an indisputable fact that fossil fuels are not 
inexhaustible. 

Considering the above facts, it is deduced that there is still 
much ground to cover for the decarbonization of marine 
transportation. The primary means to achieve the 
decarbonization of marine transportation are the hybrid [5], 
[6] and all-electric ship concepts [6]-[10]. In both concepts, 
the development of a reliable vessel requires a thorough 
investigation to determine vessel purpose (ferry, leisure boat, 
sea taxi, cruise ship, bulk carrier, container ship, tankers etc.), 
vessel operating conditions (e.g. maximum range, speed, 
weight), the selection of energy storage system (size and 
technology) and motors (power, torque, efficiency, etc,) as 
well as the operational principals of the energy management 
system (battery, motor and loads monitoring and protection). 

The study presented in this paper is carried out within the 
framework of the DELEMAR project [11]. The objective of 
this research project is the development of an innovative 
electrification scheme, applicable to vessels used for inland 
marine transportation (e.g., small leisure boats, sea-taxis etc.), 
aiming to minimize the environmental footprint of this form 
of maritime tourism.  

This work was supported in part by the European Regional Development 

Fund of the European Union and in part by Greek National Funds through 

the Operational Program "ATTICA" 2014 – 2020, under the call “Research 
and Innovation Collaboration in the Region of Attica” (Project code: 

ΑΤΤΡ4-0359279 / MIS 5184666). 
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ELECTRIFICATION OF MARINE TRANSPORTATION AND 

INFRASTRUCTURE 

In this light, the electrification of port infrastructure and 
marine transportation means, as well as their smart energy 
management strategies, are technological areas of particular 
research and investment interest for ports and maritime 
transport. The above are some of the most important 
conclusions recorded in the proceedings of the “3rd 
Conference on Ports, Maritime Transport & Insularity”, 
regarding future challenges and opportunities on maritime 
transport and ports of the future [12]. Furthermore, it is noted 
that relevant IDTechEx analyses predict that global sales of 
all-electric and hybrid ships will grow significantly, reaching 
$20 billion by 2027 [13]. 

However, in contrast to land transportation, where massive 
efforts have been made for hybridization or complete 
electrification of vehicles through the combined use of electric 
motors (as auxiliary or main propulsion engines) and 
electrochemical energy storage systems (EESS), this is not the 
case in maritime transportation. The volume, weight and cost 
of energy storage systems, as well as the need for high energy 
self-sufficiency – maritime means of transport cover long 
distances without being able to connect to charging points – 
are the main techno-economic factors that blocks the full 
transportation electrification in the open ocean. Therefore, the 
main efforts to electrify maritime transport are currently 
focused on inland sea transportation.  

In general terms, ships with hybrid propulsion 
configurations presuppose the integration of small EESS or 
fuel-cell systems for mainly supplying auxiliary electrical 
loads. The EESS are either charged by introducing small 
renewable energy systems (e.g., photovoltaics) or energy 
recovery systems [5], [6], [14]. In all-electric ship concepts, 
the electrical power required for shipboard loads should be 
supplied by EESS and/or fuel cell systems. In other words, 
EESS replaces the internal combustion engines that work as 
prime movers for electrical generators. Enhancements in the 
design of electric power systems, semiconductor devices, 
power electronic converters, propulsion technologies, and 
drives are the key enabling technologies for both hybrid and 
all-electric ship concepts [6]-[10]. 

The technological maturity of both hybrid propulsion of 
ships and pure electrification schemes in inland marine 
transport has already been demonstrated, at research and 
applied level. Typical examples with particularly encouraging 
environmental and techno-economic results can be found in 
inland maritime transportation in the northern European 
countries [15]-[17]. 

INLAND MARINE TRANSPORTATION 

Although EESS (i.e., batteries) are the most expensive 
subsystem of an electric vessel, the cost of recharging them is 
considerably lower than using marine diesel. Furthermore, 
given the global trend towards increasing electricity 
generation from Renewable Energy Sources (RES), it is 
presumed that electrified waterborne transport is 
environmentally friendly (as the energy required for 
recharging comes from green technologies). Moreover, the 
smart scheduling of battery charging is a promising solution 
to mitigate the disturbances caused by the intermittent nature 
of non-dispatchable RES plants on electricity networks [18].  

In parallel, it is worth highlighting the competitive 
advantage of inland marine transportation electrification (e.g., 

ferries, sea taxis, leisure boats). These vessels require smaller 
storage systems due to their frequent berthing. The challenges 
of fast battery charging and EESS capacity minimization for 
small vessels can be addressed by adopting intelligent 
practices such as (a) the innovative battery swapping concept 
(i.e., replacement of discharged batteries with charged ones at 
the port infrastructure per a predefined number of berths [19]) 
and (b) the partial (limited time) recharging of the vessel 
EESS at each berth [20].  

The battery swapping concept constitutes an upcoming 
technology in electromobility, that provides significant 
benefits for both electric vessels and the electricity grid. At 
first, the navigation distance is longer, considering that the 
ships are capable of swapping their depleted batteries and 
continue their voyage [20]. Furthermore, the waiting time is 
reduced, considering that the total needed time at the battery 
swapping station quay is reduced compared to the charging 
mode [21]. Indeed, taking into account that the batteries’ 
replacement with fully charged ones is performed by the aid 
of robotic systems or cranes, the overall procedure could take 
a few minutes, based on the number of batteries to be 
swapped.  

Another benefit is that the batteries can be charged during 
off-peak hours or during high RES generation, which 
alleviates the issue of overloading, caused due to the 
increasing penetration of electric ships or EVs, in order to 
avoid grid-related problems, such as power quality 
degradation [21]. Last, conducting scheduled charging, the 
fully charged batteries stored at the battery swapping station 
could supply the stored energy to cover other loads of the 
battery swapping station, to eliminate the dependence from 
the utility grid; the latter feature provides high flexibility on 
both the charging power and the charging time [22], whereas 
in conjunction with RES operation, it leads to significant 
benefits in the electricity grid stability, as the batteries can be 
charged according to the renewables’ generation [22]. 
However, despite the aforementioned benefits, there are 
several challenges to overcome, such as the competitive 
battery swapping fee over the charging fee, in order the battery 
swapping solution be more attractive to ship owners and the 
accomplishment of the appropriate short-time battery 
swapping procedure within the time intervals of the navigation 
stops.  

A generic example of the battery swapping concept for 
electric vessels is presented in Fig 1. When the vessel arrives 
at the quay, the batteries installed in the vessel are moved with 
the aid of a robotic railway to an appropriate position at the 
bottom of the lower deck. Afterwards, a robotic crane replaces 
the discharged batteries with fully charged ones. The 
discharged batteries are placed at special infrastructure where 
they can be charged mainly (but not exclusively) from 
photovoltaics or other RES plants and stored for the next 
swapping procedure. 
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Figure 1: Port infrastructures for battery swapping of vessels. 

In this context, Greek inland marine transport is expected 
to be an appealing field of application for the electrification 
concept, as it is characterized by a dense network of short sea 
routes (along island clusters, ferry links, etc.) and an extensive 
network of leisure transportations (tourist travels to sea 
resorts).  

VESSEL SPECIFICATIONS 

As it was mentioned above, within the general concept to 
minimize the environmental footprint of marine tourism (e.g., 
cruise, diving, leisure sea-travel etc.), this work studies the 
design and development of an innovative electrification 
scheme for vessels performing inland marine routes. In 
particular, the optimal shipbuilding and electromechanical 
design of an all-electric vessel is aimed, capable of serving the 
needs of domestic inland marine transportation and tourism 
industry. Taking into account the features of the vessels 
currently serving those needs, the specifications and 
requirements of the studied all-electric vessel are defined, as 
follows:  

• A capacity of 12 adults, in order to be used either as 

a sea-taxi, or for the needs of specific forms of 

marine tourism (e.g., leisure boat). 

• Minimum range of 20 nautical miles, to cover the 

majority of sea routes between island clusters in 

Greece, as well as between key ports on the mainland 

and neighboring island destinations.  

• Maximum speed of 25 knots, to be competitive with 

similar conventional vessels. 

• Maximum output power (electric) of the propulsion 

system of 350 kW (for the speed of 25 knots), 

derived from measurements on conventional vessels.  

• The overall electric vessel weight should be to that 

of conventional vessels; therefore, the electrification 

system to be developed (including batteries, electric 

motors and drives, power converters, etc.) should be 

kept at approximately 3 tons.  

• The electrification scheme should include an 

additional (spare) electric motor capable of moving 

the vessel (with reduced speed) to the nearest port in 

case of main propulsion system failure. 

• A small photovoltaic (PV) system should be placed 

at the vessel top to partially supply the vessel's 

electrical loads or charge the EESS during high 

sunshine hours. 

• The battery placement points should be selected with 

special care, in order not to affect the boat stability 

and to facilitate their replacement, in case of battery 

swapping. 

• The battery management system (BMS) should 

prevent the deep discharge of the EESS (e.g., 

acceptable Depth-of-Discharge (DOD) values lower 

than 85% in normal operating conditions) and 

monitor the voltage and temperature values of each 

cell or each battery subsystem (to maintain the life 

expectancy of the EESS). Additionally, to avoid 

impermissible operating situations, monitoring of 

both the propulsion system and the vessel’s main 

loads is required. 
The compliance with the above specifications will be 

achieved by the appropriate study, design, development and 
experimental validation of the optimal available individual 
subsystems of the overall electrification system. 

Energy Storage Systems 
As regards the EESS, undoubtedly, the dominant trend 

nowadays is lithium-ion technology, which features 
significant advantages compared to other technologies [23], 
[24]. Specifically, lithium batteries present high energy and 
power densities, allow high current values during their 
charging and discharging, and thus can achieve short charging 
times (under the supervision of a Battery Management 
System, BMS). Additionally, lithium batteries exhibit 
extended thermal immunity (permissible operating 
temperature range from -10oC to 60oC), long life, high depth 
of discharge (theoretically almost up to 100%), constant 
voltage during discharge (at least for 75% of the capacity of 
the battery), high degree of efficiency in a full charge-
discharge cycle (ranging between 95-98%), do not produce 
dangerous gases during charging (hydrogen and oxygen), do 
not contain caustic electrolytes, and do not require frequent 
full charge cycles to maintain their life expectancy. Last but 
not least, their costs are continuously decreasing due to 
technological advancements. Therefore, lithium batteries 
seem to be the optimal choice for the development of all-
electric sea vessels. 

In addition, the development of a suitable fast charging 
strategy is being studied, which will take advantage of the 
frequent docking of the vessel, whereas a smart system for 
monitoring of the batteries’ condition (health monitoring) is 
being developed. This system protects batteries from 
overcharging or undercharging and indicates, in case that 
replacement is needed. The weight and size of the batteries, 
along with the possibility of replacing for a full charge, outside 
the vessel (i.e., battery swapping concept), are key factors in 
the design of the vessel’s hull. 

Propulsion and Auxilliary Subsystems 
Regarding the electric propulsion system, the most 

appropriate options for the main motors, based on recent 
scientific literature and applied experience are brushless and 
reluctance motors [25]. The selection of motors is based on 
their performance, the robustness of the propulsion system 
and the operational specifications of the battery energy storage 
system. In parallel, electric motors require electric drives, i.e., 
power converters, for effective operation. Among others, 
those converters protect both batteries and motors from 
abnormal operating conditions, such as overloading, short 
circuits, etc. Finally, the auxiliary subsystems constitute a 
significant part of the electrical system. They are responsible 
for power conditioning and distribution to the vessel loads, 
along with protection. 

The fully charged battery 

stacks are being prepared 

for swapping.

BS quay

RES, Chargers & 

battery storage

Robotic 

crane

Τhe crane detaches the 

discharged Batteries out 

of the vessel.

Battery Stacks are being charged at 

the Battery Swapping Station 

mainly via RES
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Proposed Design 
The 3D model of the proposed sea-taxi vessel, designed 

in the context of DELEMAR project is presented in Fig. 2. In 

particular, the configuration of both the upper part of the 

vessel and the interior of the hull are depicted, where the 

battery energy storage system, the motors and the electrical 

drives are placed. Specifically, in the interior of the hull, the 

spots for the positioning of the eight (8) battery stacks that 

compose the EESS are marked, as well as the spots for the 

positioning of the four (4) electric motor drives. Based on the 

above-described specifications and constraints, the 

propulsion of the vessel is chosen to be based on a system of 

three 165 hp (123 kW, 144 VDC, 5,000 rpm) brushless AC 

motors, weighing 68 kg, with an efficiency of 88%. 

Therefore, the overall propulsion system power is 369 kW 

and its total weight is 204 kg. Finally, the vessel will be 

equipped with a redundant motor (of the same electrical 

characteristics), to increase its reliability. 

In parallel, Fig. 3 depicts the characteristic curves of 

torque, power, voltage and current as a function of the motor 

rpm. It is apparent that, in order to achieve maximum power, 

the electric motor must be supplied with current of 854 A; a 

value that requires the proper sizing of the electrochemical 

storage system, as well as the design of a robust condition 

monitoring system for the battery bank. 

 

Figure 2: The 3D model of the designed sea-taxi vessel. 

 

Figure 3: Characteristic curves of torque, power, voltage and 

current as a function of the motor rpm, for the selected brushless 

AC motors. 

Moreover, Table 1 presents the main characteristics of the 

lithium-ion cells, selected for the development of the 

electrochemical energy storage system.  

Table 1: Main parameters of the selected lithium-ion cell for the 

development of the battery energy storage system. 

Parameter description Value [Unit] 

Typical capacity 38,000 [mAh] 

Typical voltage 3.8 [V] 

Full charge voltage 4.35 [V] 
Cut-off voltage 3.0 [V] 

Continuous discharge 38 [A] 

Pulse discharge 190 [A] 
Standard charging  6 [A] 

Fast charging 15 [A] 

Internal resistance ≤ 1.2 [mΩ] 
Charging temperature 0 – 45 [˚C] 

Discharging temperature -10 – 60 [˚C] 

Thickness ≤ 10.3 [mm] 
Width ≤ 120.5 [mm] 

Length ≤ 240.5 [mm] 

Weight ≤ 595 [g] 
Volumetric energy density ≤ 528.24 [Wh/L] 

Gravimetric energy density ≤ 240.34 [Wh/kg] 

Fig. 4 depicts the configuration of the EESS that supplies 

power to the three main motors. Specifically, eight (8) battery 

stacks are connected in parallel. Each battery stack is made 

up of four (4) mega-modules connected in parallel, with each 

mega-module composed of two modules also connected in 

parallel. The modules are composed of two sub-modules 

connected in series, and each sub-module is composed of 19 

cells (at least) connected in series. The capacity of each 

battery stack is approximately 45 kWh, and the total capacity 

of EESS is 360 kWh. In total, there are 2,508 cells, weighing 

approximately 1.5 tons.  

Finally, it is noted that the vessel will be equipped with a 

PV array, featuring nominal power of approximately 6 kWp, 

aiming at the auxiliary generation of roughly 30-40 kWh on 

a daily basis, during summer period. 

 

Figure 4: Battery stack configuration. 

CONCLUSIONS  

In this paper, the design principles of the electrical system 
of a marine transport-leisure vessel for domestic inland routes 



Proceedings of the International Conference on "Energy, Sustainability and Climate Crisis" 2024  

ESCC 2024, Corfu, Greece, August 26 - 30, 2024 

ISBN: 978-618-5765-04-0 

ISSN 3057-4269 185 ESCC 2024 

were presented. Key considerations included vessel capacity, 
range, maximum speed, propulsion power, and total weight. 
Special attention was given to the selection of the energy 
storage system and the electric motors for the propulsion of 
the vessel. Additionally, the potential for swapping vessel 
battery packs was discussed. 
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Abstract— In this study we aimed at quantifying the 

complementarity of wind and wave power for specified 

nearshore locations in the Eastern Mediterranean Sea. 

Complementarity of two energy sources is an important 

indicator of their ability as a hybrid working couple. ERA5 

hourly dataset from the European Centre for Medium-Range 

Weather Forecasts (ECMWF) between the years 1959 and 2021 

is used as the data source with the variables of 100 m altitude 

wind speed components and significant wave heights and 

periods of the surface waves. Three analysis locations are 

selected to investigate wind and wave power computed from the 

raw variables. Selected analysis locations included Northern 

Aegean Sea (P1), Southern Aegean Sea (P2), and the Levantine 

Basin (P3). Yearly and seasonal averages of wind and wave 

power are investigated. Statistical properties of time-series are 

investigated with average and 95% values, and bivariate 

histograms considering different magnitude classes for the two 

sources. Among the selected locations, P2 has the highest 

potential of wind power with 416.3 W/m2 mean value and 1268.6 

W/m2 95% value. The highest wave power potential is also 

obtained in P2 with nearly 5 kW/m average and 17.6 kW/m 95% 

value. These findings highlighted the differences between the 

regions in the Eastern Mediterranean in terms of wind and wave 

power and their complementarity levels. 

Keywords— complementarity, offshore energy, wind and wave 

hybrids 

INTRODUCTION 

Offshore renewable energy is an important component of 
blue economy. Decarbonization of the power sector can 
benefit from enormous potential in the world oceans which 
can be harnessed through offshore wind turbines, wave energy 
converters, and/or floating solar photovoltaics (PV) and other 
emerging ocean energy technologies. 

Offshore wind is expected to increase from 34 GW in 2020 
to reach 380 GW by 2030 and more than 2,000 GW by 2050 
(1). The attainability of the wind power depends on the 
location and the temporal variations of the wind resource at 
site. In that manner the seasonal, inter-annual and intra-annual 
variability and the versatility and persistence of the resource 
become important (2).  

The wind power potential in the Mediterranean Sea is 
widely studied on a local scale by different researchers and 
reported to be maximum of 900 W/m2 in the Alboran Sea, 100 
W/m2 in the Gulf of Lion, and 800 W/m2 in the Aegean Sea 
(3). Wave power potential in the Mediterranean Sea is also 
studied at different temporal scales by different researchers (4-
7), locally or regionally. Both wind and wave energy devices 
have some limitations. Due to the variability in the climate and 
the device limitations complementarity of the two sources 

becomes an important aspect. Different indexes are proposed 
in the literature to evaluate the hybrid exploatibility of the 
wind and wave power including the statistical properties such 
as skewness, kurtosis, correlation coefficient, and co-location 
feasibility index (8).  

In the Mediterranean Sea, complementarity of wind and 
wave powers is studied by (9) based on exploitability index 
and reported a limited potential for the hybrid exploitability. 
Colocation feasibility index based on the statistical 
characteristics of the wind and wave are used in Canary 
Islands (10). The complementarity of the wind and wave is 
reported to be low Aegean Sea and high in the Eastern Aegean 
Sea.  

Due to the limited studies on the matter, we aim at 
quantifying the complementarity of wind and wave power for 
specified nearshore locations in the Eastern Mediterranean 
Sea, in this study. 

STUDY AREA, DATA, AND METHODOLOGY 

Study area 

Three locations are chosen for the study where Point 1 

(25E; 39.5N), Point 2 (25E; 39.5N), and Point 3 (25E; 

39.5N) is representing the Northern Aegean Sea, Southern 
Aegean Sea, and the Levantine Sea, respectively. Selected 
locations are shown in Figure 1. Aegean Sea is one of the most 
active regions within the Mediterranean Basin in means of 
wind and wave power up to 373 W/m2 at 100 m height (11) 
and 5 kW/m (6) in average, respectively.  

 

Figure 1: Study area, Aegean and the Eastern Mediterranean 

Sea 
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Annual and seasonal averages of wind and wave power at 
selected locations are shown in Table 1. 

Table 1: Annual and seasonal averages of wind and wave power 

at selected locations 
Season (kW/m) P1 P2 P3 

Annual 
Pwind 637.33 708.48 280.64 

Pwave 4.25 4.94 4.84 

Winter 
Pwind 925.56 770.87 424.07 

Pwave 8.32 7.34 9.25 

Spring 
Pwind 557.23 582.65 308.56 

Pwave 3.28 4.08 4.37 

Summer 
Pwind 425.84 920.09 215.78 

Pwave 1.32 4.22 2.69 

Fall 
Pwind 646.25 559.9 175.75 

Pwave 4.18 4.14 3.12 

 

Table 1 shows that wind power potential is always much 
higher than the wave power potential all three locations. Based 
on the yearly averages, P2 at the southern Aegean Sea has the 
highest offshore renewable energy potential than the other 
two. Winter season has the highest offshore wind and wave 
power potential, and it is followed by fall, spring, and summer 
seasons.  

Data 

In the analysis we used 100 m wind speed, combined wind 
waves and swell wave height, and mean wave period data 
from ERA5 reanalysis dataset (12). Considered time period 
covers the years between 1959 and 2021. ERA5 dataset is 
chosen for being widely validated (6, 13-16) and reliable 
reanalysis dataset among others. Temporal resolution of the 
wind and wave data is 1 hour. 

Methodology 

We used equation (1) to estimate the offshore wave power.  

𝑃𝑤𝑎𝑣𝑒 = 0.5𝐻𝑠
2𝑇𝑒 (1) 

 

Where Hs is the significant wave height, Te is the wave 
energy period, and Pwave is the potential energy density per 
wave front (kW/m). For the computation of the wind power 
(Pwind), equation (2) is used.  

𝑃𝑤𝑖𝑛𝑑 = 0.5
𝑎𝑖𝑟
𝑈3 (2) 

 

Where air is air density and U is the wind speed. In this 
study, Siemens SWT-3.6–120 type Offshore wind turbine is 
considered. The turbine is selected as the most suitable one for 
the studied area in (11). Cut-in wind speed is Ucut-in=3.5 m/s, 
cut-off wind speed is Ucut-off=25 m/s, and the rated wind speed 
is Urated=12 m/s for the turbine. The rotor diameter of the 
selected wind turbine is 120 m. Capacity factors (CF) of the 
wind turbine is evaluated based on these properties and via the 
normalization which is made to the average power values with 
the rated power values obtained by using the rated wind speed 
of the wind turbine. Obtained normalized CF values indicate 
what percent of the device’s potential power can be harvested 
at different locations by means of both wind and wave power. 
To present the wave climate at the selected locations the 
interrelation among the wave parameters is defined by using 
the equation (3) based on the nonlinear least squares. 

𝑇𝑒 = 𝑎(𝐻𝑠)
𝑏  (3) 

 

Coefficients a and b are obtained at all three locations 
based on the wave height and wave period time series and 
allow the estimation of one parameter based on the other when 
one of the parameters is lacking.  

In this study, prevailing wind and wave directions are also 
investigated since these are important for the working 
conditions of wave energy converters (17). Dominant wind 
and wave directions are estimated by means of occurrence 
percentages from 16 direction bins (North-N, North-
NorthEast-NNE, Northeast-NE, East-NorthEast-ENE, East-
E, East-SouthEast-ESE, SouthEast-SE, South-SouthEast-
SSE, South-S, South-SouthWest-SSW, SouthWest-SW, 
West-SouthWest-WSW, West-W, West-NorthWest-WNW, 
NorthWest-NW, North-NorthWest-NNW). Hence the 
prevailing direction is decided as the highest percentage.  

Complementarity of wind and wave power at the selected 
locations is studied in means of complementarity hours which 
is estimated as the percentages in total time when one of the 
sources is in production whereas the other is not.  

In the estimation of CFs and the complementarity of two 
power sources evaluated separately for the previously selected 
wind turbine combined by 8 different WECs. The properties 
of studied WEC devices are given in Table 2. Power matrices 
for the considered WECs are taken from (18). 

 

Table 2: The main features of the selected WECs (Modified from 

(18) and (19)). 

No 
WEC 

Device 

Device Properties 

Classification/Energy 

Mode 
Structure 

Rated 

Power 

(kW) 

1 Pelamis Attenuator/Heave 

and sway 

Four-body 

floating 

750 

2 OE_buoy Oscillating water 
column/ Surge 

Single body 
floating 

2880 

3 AquaBuoy Point 

absorber/Heave 

Two-body 

floating 

250 

4 AWS Point 
absorber/Heave 

Two-body 
submerged 

2470 

5 SeaPower Attenuator/Pitch Two-body 

platform 

3587 

6 Wavebob Point 

absorber/Heave 

Two-body 

floating 

1000 

7 Pontoon Multiple point 

absorber/Heave 

Multibody 

floating 

3619 

8 Langlee Oscillating wave 
surge 

converter/Surge 

Semi-
submergible 

1665 

RESULTS AND DISCUSSION 

Capacity factors 

Annual and seasonal averages of CFs for the selected wind 
turbine and other 8 WECs are shown in Table 3.  

Selected wind turbine is much more productive than all the 
WECs on both yearly and seasonal scales at all the locations. 
On a yearly average basis CF values for the wind turbine 
varies between 23 to 50 % for the selected locations. Seasonal 
variability of the CFs indicates that the CFs in winter season 
higher than that of the yearly averages for all devices up to 
2.25 times whereas they are almost 5 times smaller than the 
yearly averages during spring and summer season, and almost 
the same with the yearly averages during the fall season. 
Results shows that the highest CF values are provided by 
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Pelamis among the WEC devices for all seasons and almost at 
all locations. Pelamis is followed by Aquabuoy and Pontoon 
type WECS. All three mentioned WECs are showed almost 
same CFs on a yearly basis. In the winter season all WECs 
provided CF values almost two times greater than the yearly 
average values. The lowest CFs are obtained from AWS type 
WEC for all seasonal scales and at all three considered 
locations. For the wind turbine CF values only 20% greater 
than that of the yearly averages in the winter season based on 
a spatial average evaluation. Among the considered locations 
highest CF values are obtained at P2 both yearly and seasonal 
basis. The highest CF values are obtained in summer season 
at P2 whereas the highest CF values are obtained in winter 
season at the other two locations for the wind turbine. 

Table 3: Yearly and seasonal averages of capacity factors for the 

selected wind turbine and 8 WECs. 
 Device P1 P2 P3 

A
n

n
u

al
 

Wind turbine 0.3937 0.4996 0.2279 

Pelamis 0.0578 0.0706 0.0705 

OE_buoy 0.0094 0.0093 0.0131 

AquaBuoy 0.0455 0.0552 0.0537 

AWS 0.0095 0.0093 0.0149 

SeaPower 0.0170 0.0215 0.0237 

Wavebob 0.0329 0.0392 0.0433 

Pontoon 0.0570 0.0554 0.0599 

Langlee 0.0433 0.0522 0.0471 

W
in

te
r 

Wind turbine 0.4760 0.4825 0.3090 

Pelamis 0.1178 0.1116 0.1326 

OE_buoy 0.0180 0.0147 0.0272 

AquaBuoy 0.0898 0.0829 0.1087 

AWS 0.0215 0.0171 0.0328 

SeaPower 0.0347 0.0349 0.0461 

Wavebob 0.0610 0.0577 0.0772 

Pontoon 0.0710 0.0655 0.0802 

Langlee 0.0735 0.0719 0.0723 

S
p

ri
n

g
 

Pwind_turbine 0.3548 0.4143 0.2511 

Pelamis 0.0436 0.0576 0.0645 

OE_buoy 0.0074 0.0081 0.0117 

AquaBuoy 0.0347 0.0441 0.0491 

AWS 0.0068 0.0078 0.0130 

SeaPower 0.0129 0.0178 0.0213 

Wavebob 0.0264 0.0333 0.0397 

Pontoon 0.0539 0.0541 0.0589 

Langlee 0.0360 0.0448 0.0445 

S
u

m
m

er
 

Wind turbine 0.3400 0.6790 0.2000 

Pelamis 0.0130 0.0560 0.0401 

OE_buoy 0.0037 0.0068 0.0055 

AquaBuoy 0.0129 0.0491 0.0256 

AWS 0.0016 0.0052 0.0054 

SeaPower 0.0039 0.0160 0.0125 

Wavebob 0.0124 0.0327 0.0264 

Pontoon 0.0488 0.0489 0.0479 

Langlee 0.0199 0.0466 0.0357 

F
al

l 

Wind turbine 0.4057 0.4215 0.1522 

Pelamis 0.0580 0.0578 0.0457 

OE_buoy 0.0085 0.0078 0.0082 

AquaBuoy 0.0457 0.0452 0.0323 

AWS 0.0085 0.0072 0.0088 

SeaPower 0.0170 0.0176 0.0152 

Wavebob 0.0325 0.0334 0.0302 

Pontoon 0.0545 0.0535 0.0530 

Langlee 0.0444 0.0456 0.0363 

 

Wave climate 

Analysis of the relation between significant wave height 
and the mean wave period is important since this relation is an 
indicator of the axial locations wave power extraction. This 
relationship determines the design conditions and 
performances of the WECs. 2D histogram plots of Hs vs. Tm 

together with the power level curves of 1, 5, 10, and 20 kW/m 
are shown in Figure 2 for all three locations. Fitting 
coefficients calculated from the Hs and Tm time series based 
on the equation (3) are also given on the graphs.  

Figure 2 shows that coefficient a of the equation (3) varies 
between 4.32 and 5.16 whereas the b values vary between 
0.349 and 0.374 at all three locations. Histogram graphs 
indicate that the waves with heights smaller than 2 m. and the 
wave periods smaller than 6 s have the highest occurrences at 
the considered locations. Wave climate analysis shows that 
the wave climate characteristics are similar at all three 
locations with the highest Hs= 8.8 m and the highest Tm= 11.66 
s at P3.  

Analysis of wind directions at the selected locations 
indicated that the dominant wind direction is NE in the 
northern Aegean Sea (P1), WNW in the southern Aegean Sea 
(P2), and W in the Levantine Basin (P3) with the occurrence 
percentages of 24, 34, and 28, respectively.  

 

 

Figure 2: Wave height (Hs) vs wave period (Tm) relations at all 
three locations. 2D histogram plot with a fit to the function 

Tm= a×Hsb and wave power level curves 

 

Analysis of wave directions at the selected locations 
indicated that the dominant wave direction is NE in the 
northern Aegean Sea (P1), WNW in the southern Aegean Sea 
(P2), and W in the Levantine Basin (P3) with the occurrence 
percentages of 31, 30, and 49, respectively.  

Results indicated that dominant wind and wave directions 
are correlates at all three considered locations, but the wave 
directions tend to be more consistent in means of percentages 
of occurrences. The concordance between the dominant wind 
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and wave directions highlights that the wind waves are 
significant in the region rather than the swell waves.  

Complementarity 

To have a better insight on how effective harvesting the 
wind and wave power in a hybrid manner, we studied the 
complementarity of the two sources for all considered WEC 
devices, separately. Results are shown in Table 4 for wind 
complementing wave case.  

 

Table 4: Complementarity of the wind and wave power in a 

hybrid setup for 8 WECs at the three locations. 
Case Device P1 P2 P3 

P
w

in
d
 (

W
/m

2
) 

 

Pelamis 270.5 346.9 152.0 

OE_buoy 348.3 466.5 183.6 

AquaBuoy 349.3 459.9 171.9 

AWS 274.1 346.9 180.4 

SeaPower 324.3 422.5 174.5 

Wavebob 135.1 125.0 77.8 

Pontoon 266.7 325.7 101.6 

Langlee 135.1 125.0 77.8 

P
w

in
d
 (

%
) 

 

Pelamis 77.9 63.4 60.7 

OE_buoy 89.1 83.5 69.5 

AquaBuoy 89.5 85.0 78.5 

AWS 78.3 63.4 63.9 

SeaPower 83.7 68.2 52.5 

Wavebob 54.2 31.0 39.4 

Pontoon 63.3 39.5 40.4 

Langlee 54.2 31.0 39.4 

 

Similarly, the percentage of time when one of the wind or 
wave power sources is inactive is computed for all devices. 
Results are shown in Table 5. 

Table 5: Percentage of total time fro the wave complementing 

wind condition for all 8 WEC devices at the three locations. 
Time Device P1 P2 P3 

P
w

av
e 

(k
W

) 

Pelamis 1.39 3.13 10.23 

OE_buoy 1.44 0.86 4.23 

AquaBuoy 0.14 0.21 1.30 

AWS 1.46 1.52 6.34 

SeaPower 1.39 5.37 15.08 

Wavebob 1.66 2.95 7.44 

Pontoon 10.43 29.57 47.52 

Langlee 2.66 7.12 15.93 

P
w

av
e(

%
) 

Siemens 

SWT-3.6–
120 Offshore 

wind turbine 

30.4 22.3 26.5 

 

Although the analysis of the wind and wave climate at the 
selected locations indicated a strong concordance between the 
two power sources, complementarity analysis shows that they 
still can complement to each other in case of nonoperating 
wind turbine or WEC. Table 4 and 5 supports the previous 
findings of CF values for different WECs that OE buoy and 
Aquabuoy type WECs takes the highest wind power 
complementarity at all three locations whereas the lowest 
complementarity from wind power is obtained by Wavebob 
and Langlee. This situation represents the “wind 
complementing wave” scenario. Wind complementing wind 
situation occurs over 80% of the time for QE buoy and 
Aquabuoy at locations P1 and P2. According to Table 4 and 5 
“wave complementing wind scenario” occurs much less than 
the former one. “wave complementing wind scenario” occurs 

only 30.4, 22.3, and 26.5% of the time at the P1, P2, and P3, 
respectively.  

CONCLUSION 

Offshore wind and wave hybrid power potential of three 
locations representing the Northern Aegean Sea, Southern 
Aegean Sea, and the Levantine Sea are studied in means of 
complementarity. Wind power potential is always much 
higher than the wave power potential at all three locations. 
Based on the yearly averages, southern Aegean Sea has the 
highest offshore renewable energy potential than the other two 
basins. Winter season has the highest offshore wind and wave 
power potential, and it is followed by fall, spring, and summer 
seasons. Selected wind turbine is much more productive than 
eight considered WEC devices on both yearly and seasonal 
scales at all three basins. On a yearly average basis CF values 
for the wind turbine varies between 23 to 50 % for the selected 
locations. the highest CF values are provided by Pelamis 
among the WEC devices for all seasons and almost at all 
locations. Pelamis is followed by Aquabuoy and Pontoon type 
WECS. Analysis of wind and wave directions at the selected 
locations showed concordance between the two directions. 
The dominant wind and wave direction is NE in the northern 
Aegean Sea (P1), WNW in the southern Aegean Sea (P2), and 
W in the Levantine Basin (P3) with the occurrence 
percentages of 24, 34, and 28 for wind and 31, 30, and 49 for 
wave, respectively. The concordance between the dominant 
wind and wave directions highlights that the wind waves are 
significant in the region rather than the swell waves. 
Evaluation of the complementarity of wind and wave powers 
indicated that “wave complementing wind scenario” occurs 
much less than the “wind complementing wave scenario”.  
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Abstract- In data envelopment analysis (𝐃𝐄𝐀), cross-

efficiency evaluation is used to assess the performance of 

decision-making units (𝐃𝐌𝐔𝐬). Most existing group cross-

efficiency evaluation approaches assume that decision-makers 

(𝐃𝐌𝐬) are completely rational and thus do not establish a 

mechanism to reach consensus among them. In this study, we 

combine decision consensus, prospect theory, and group cross-

efficiency, propose a complete group cross-efficiency evaluation 

framework, and establish a new group cross-efficiency 

evaluation based on prospect theory and decision consensus. To 

the best of our knowledge, the present work provides the first 

real group cross-efficiency evaluation model, and it comprises 

three key elements. (1) A consensus degree and conflict degree 

measurement model based on prospect theory under the 

framework of group cross-efficiency evaluation is proposed. (2) 

Moreover, we propose a weight updating and 𝐃𝐌 preference 

modification model based on contribution degree, along with a 

corresponding iterative algorithm to help 𝐃𝐌𝐬 reach consensus. 

(3) We further propose new definitions of intra-group cross-

efficiency and inter-group cross-efficiency, which realize 

realistic peer evaluation of decision making groups. The 

weighted average aggregation method is used to obtain the final 

𝐃𝐌𝐔 efficiency values. Finally, an example of supplier 

evaluation is provided to verify the effectiveness and 

practicability of the proposed model in terms of 𝐃𝐌𝐔 efficiency 

evaluation and ranking. 

Keywords-- data envelopment analysis; group cross-efficiency 

evaluation; prospect theory; decision consensus  

INTRODUCTION 

In real decision-making processes, some problems impact 
multiple stakeholders, and thus a considerable number of 
stakeholders should participate in the decision-making 
process. Meanwhile, as the decision-making environment 
becomes increasingly complex, it becomes more difficult to 
obtain reliable decision-making results by relying on a single 
decision-maker (𝐷𝑀). Therefore, group decision-making is 
crucial in practice. Currently, most cross-efficiency 
evaluations involve only one 𝐷𝑀, and their performance is 
evaluated based on evaluation indices of 𝐷𝑀𝑈𝑠. Only a few 
studies pertaining to group cross-efficiency have been 
conducted.  

Generally, group decision-making problems are solved 
using a consensus process and a selection process [5]. The 
consensus process aims to maximize the agreement among 
𝐷𝑀𝑠, whereas the selection process obtains the best 
alternative(s) or ranking of alternatives. Consensus is typically 
defined as the full and unanimous agreement of 𝐷𝑀𝑠 
regarding all alternatives. However, unanimity may be 
difficult to obtain owing to differences in the knowledge 
structure, personal preference, and social background of 𝐷𝑀𝑠, 
and a complete agreement is not always necessary in practice. 
Therefore, [7] proposed the concept of a “soft” consensus 
degree. Based on a “soft” consensus degree, various 

consensus-reaching processes (𝐶𝑅𝑃𝑠) have been proposed. 
However, relevant studies regarding multiple-attribute 
decision-making for 𝐶𝑅𝑃𝑠 under group 𝐷𝐸𝐴 cross-efficiency 
(GCE) evaluation have not been reported in the literature. 

Based on the abovementioned studies, in existing group 
cross-efficiency and 𝐶𝑅𝑃𝑠, it is assumed that 𝐷𝑀𝑠 are 
completely rational and generally adhere to the expected 
utility theory framework. However, substantial experimental 
evidence suggests that human behavior may significantly 
deviate from or contradict these classical principles under 
uncertain conditions [4]. Considering the limitations of the 
expected-utility theory, [8] proposed a prospect theory that 
captured the non-rational psychological aspects of 𝐷𝑀𝑠 
facing uncertainties. To adapt to complicated decision-making 
environments the establishment of a complete group cross-
efficiency evaluation framework is necessary to support the 
acceptance of decision-making by all 𝐷𝑀𝑠. Hence, we 
introduce prospect theory and decision consensus degree in 
group cross-efficiency evaluation, consider the bounded 
rational behavior of 𝐷𝑀𝑠 and decision consensus, and propose 
a novel group cross-efficiency evaluation method and 
associated framework based on prospect theory and decision 
consensus.  

The remainder of this study is organized as follows. 
Section 2 presents a brief introduction to conventional cross-
efficiency evaluation, prospect theory, and consensus-
reaching processes. In Section 3, group cross-efficiency 
evaluation is analyzed based on prospect theory and decision-
making consensus. Section 4 provides an example of a 
supplier evaluation to demonstrate the application of the 
proposed group cross-efficiency evaluation model and 
presents a comparative analysis to verify its effectiveness. 
Finally, Section 5 presents some concluding remarks. 

GROUP CROSS-EFFICIENCY BASED ON PROSPECT  

THEORY AND DECISION CONSENSUS 

In this section, we propose group cross-efficiency based on 

prospect theory and decision consensus, considering the 

bounded rational behavior and decision consensus degree of 

𝐷𝑀𝑠 in cross-efficiency evaluation. The decision 

framework, as shown in Figure 1. 

 Let 𝑛 𝐷𝑀𝑈𝑠 be evaluated. The 𝑖th input and pth output 

of 𝐷𝑀𝑈𝑗(𝑗 = 1, . . . , 𝑛) are denoted as 𝑥𝑖𝑗(𝑖 = 1, . . . , 𝑚) and 

𝑦𝑝𝑗(𝑝 = 1, . . . , 𝑠), respectively. Let 𝑡𝐷𝑀𝑠 participate in the 

decision-making process. The qth 𝐷𝑀 is denoted as 𝑒𝑞(𝑞 =

1, . . . , 𝑡). The weight of 𝐷𝑀𝑠 is denoted as 𝜆𝑞(𝑞 = 1, . . . , 𝑡) 

and satisfies ∑ 𝜆𝑞
𝑡
𝑞=1 = 1. 𝑟𝑖

𝑖𝑛(𝑞)
, 𝑟𝑝
𝑜𝑢𝑡(𝑞)

 denote the input and 
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output interval reference points of DMs

𝑒𝑞.𝐿𝑖𝑗
𝑖𝑛(𝑞)

, 𝐺𝑖𝑗
𝑖𝑛(𝑞)

, 𝐿𝑝𝑗
𝑜𝑢𝑡(𝑞)

, 𝐺𝑝𝑗
𝑜𝑢𝑡(𝑞)

 represents the perceived loss 

and gain of  DMs 𝑒𝑞 to the inputs and outputs of 𝐷𝑀𝑈𝑗, 

respectively. The input and output decision consensus degree 

of 𝐷𝑀𝑈𝑗 is denoted as 𝐶𝑃𝑗
𝑖𝑛 , 𝐶𝑃𝑗

𝑜𝑢𝑡 , and the total decision 

consensus degree is denoted as 𝐶𝑃. 𝜃𝑞 , 𝐷𝑞represents the 

decision conflict degree and degree of contribution of  DMs

𝑒𝑞, while 𝜃 represents the total degree of decision conflict, and 

𝛿 represents the conflict degree threshold. 

 

 

Figure 1. Decision-making framework for group cross-efficiency 

evaluation 

Establish prospect value decision matrix 

In the actual decision-making process, it is difficult for 𝐷𝑀𝑠 

to express their preferences in terms of a precise value because 

of the lack of complete knowledge and information regarding 

the decision-making problem. Based on the idea of [10] 

regarding interval reference 𝐷𝑀𝑈𝑠, interval reference points 

are defined as follows. 

Definition 1 For 𝐷𝑀𝑠, the interval reference points of 

the inputs and outputs of 𝐷𝑀𝑈𝑠 are defined as follows. 

 

max min min
( ) min max

min max max

max min min

( ) min max

min max max

,   1 , 1,

,   1 , 1,

1,...,   1,...,   

q
in q q q q qi i i i

i i i i i i i q

i i i i

q

p p p pout q q q q q

p p p p p p p q

p p p p

x x b x
r a x b x a b

x x a x

y y d y
r c y d y c d

y y c y

i m p s

 =      

 =      

= =

.

 (1) 

In model (3), 𝑥
𝑖

𝑚𝑖𝑛𝑚𝑖𝑛
𝑗
{𝑥𝑖𝑗}

and 𝑥
𝑖

𝑚𝑎𝑥𝑚𝑎𝑥
𝑗
{𝑥𝑖𝑗}

represents the 

minimum and maximum inputs in the decision matrix, 

respectively. 𝑦𝑝

𝑚𝑖𝑛𝑚𝑖𝑛
𝑗
{𝑦𝑝𝑗}

，𝑦𝑝

𝑚𝑎𝑥𝑚𝑎𝑥
𝑗
{𝑦𝑝𝑗}

 represents the 

maximum and minimum outputs in the decision matrix. 

𝑎𝑖
𝑞
, 𝑏𝑖
𝑞
, 𝑐𝑝
𝑞
, 𝑑𝑝
𝑞
 is a set of parameters, which are given by 𝐷𝑀𝑠 

𝑒𝑞 within the value range of the parameters according to their 

own professional judgment and psychological behavior 

characteristics under risk or uncertainty when determining the 

reference points of inputs and outputs.  

Definition 2 For the aspiration level 𝑎𝑖, let 𝑦1 and 𝑦2 be two 

arbitrary values in the interval number [𝑎𝑖
𝐿 , 𝑎𝑖

𝑈] and let 𝛿（

𝑦1, 𝑦2) denote the perceived difference between 𝑦1 and 𝑦2; 

therefore, 𝛿（𝑦1, 𝑦2) = 0, i.e., 𝑦1 and 𝑦2 are equivalent [1]. 

In practical decision-making problems, the aspiration 

level is generally regarded as a reference point for 𝐷𝑀𝑠 [8]. 

The gain and loss of the outputs of 𝐷𝑀𝑈 can be calculated as 

follows. 

𝐺𝑝𝑗
𝑜𝑢𝑡(𝑞)

=

{
 

 𝑦𝑝𝑗 − 𝑟𝑝
𝑈(𝑞)

 𝑦𝑝𝑗 > 𝑟𝑝
𝑈(𝑞)

0     𝑦𝑝𝑗 < 𝑟𝑝
𝐿(𝑞)

0     𝑟𝑝
𝐿(𝑞)

≤ 𝑦𝑝𝑗 ≤ 𝑟𝑝
𝑈(𝑞)

 

𝐿𝑝𝑗
𝑜𝑢𝑡(𝑞)

=

{
 

 0    𝑦𝑝𝑗 > 𝑟𝑝
𝑈(𝑞)

𝑦𝑝𝑗 − 𝑟𝑝
𝐿(𝑞)

  𝑦𝑝𝑗 < 𝑟𝑝
𝐿(𝑞)

0     𝑟𝑝
𝐿(𝑞)

≤ 𝑦𝑝𝑗 ≤ 𝑟𝑝
𝑈(𝑞)

 

 𝑝 = 1, . . . , 𝑠 𝑗 = 1, . . . , 𝑛 𝑞 = 1, . . . , 𝑡 (2) 

For the 𝐷𝑀𝑈input 𝑥𝑖𝑗 , if 𝑥𝑖𝑗 > 𝑟𝑖
𝑈(𝑞)

, the deviation can 

be regarded as the 𝐷𝑀′𝑠 loss. By contrast, if 𝑥𝑖𝑗 < 𝑟𝑖
𝑈(𝑞)

, the 

deviation can be regarded as the 𝐷𝑀′𝑠 gain. Hence, the gain 

and loss of the inputs of 𝐷𝑀𝑈𝑠 can be calculated as follows. 

𝐺𝑖𝑗
𝑖𝑛(𝑞)

=

{
 

 0   𝑥𝑖𝑗 > 𝑟𝑖
𝑈(𝑞)

𝑟𝑖
𝐿(𝑞)

− 𝑥𝑖𝑗    𝑥𝑖𝑗 < 𝑟𝑖
𝐿(𝑞)

0   𝑟𝑖
𝐿(𝑞)

≤ 𝑥𝑖𝑗 ≤ 𝑟𝑖
𝑈(𝑞)

 

𝐿𝑖𝑗
𝑖𝑛(𝑞)

=

{
 

 𝑟𝑖
𝑈(𝑞)

− 𝑥𝑖𝑗    𝑥𝑖𝑗 > 𝑟𝑖
𝑈(𝑞)

0   𝑥𝑖𝑗 < 𝑟𝑖
𝐿(𝑞)

0   𝑟𝑖
𝐿(𝑞)

≤ 𝑥𝑖𝑗 ≤ 𝑟𝑖
𝑈(𝑞)

 

 𝑖 = 1, . . . , 𝑚 𝑗 = 1, . . . , 𝑛 𝑞 = 1, . . . , 𝑡. (3) 

Using the prospect value function, the decision-making 

matrices 𝐴
𝑖𝑛(𝑞)

= (𝑎𝑖𝑗
𝑖𝑛(𝑞)

)
𝑚×𝑛

 and 𝐴𝑜𝑢𝑡(𝑞) = (𝑎𝑝𝑗
𝑜𝑢𝑡(𝑞)

)
𝑠×𝑛

 of 

the input and output prospect values of 𝐷𝑀 𝑒𝑞 for 𝐷𝑀𝑈𝑗 are 

established. To facilitate the subsequent calculation, the 

Experts

Experts weights

Individual 
prospect decision 

matrices

Express 
reference

Collective 
prospect decision 

matrices

Aggregation

Is this 
consensus level 
acceptable?

Consensus measure

Cross-efficiency 
evaluation

Optimization-based consensus 
models to generate the 

suggestions for weights-updating

Feedback adjustments 
suggestions for:

Experts weights

YES

NO
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prospect-value-decision-making matrix must be normalized. 

Generally, the prospect value decision-making matrix can be 

categorized into cost and benefit types. Using the following 

formula, the prospect-valued decision-making matrix can be 

transformed into normalized decision-making matrices 

𝑉𝑖𝑛(𝑞) = (𝑣𝑖𝑗
𝑖𝑛(𝑞)

)
𝑚×𝑛

and 𝑉𝑜𝑢𝑡(𝑞) = (𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)

)
𝑠×𝑛

. 

𝑣𝑖𝑗
𝑖𝑛(𝑞)

=
𝑚𝑎𝑥
𝑖
(𝑎𝑖𝑗

𝑖𝑛(𝑞)
) − 𝑎𝑖𝑗

𝑖𝑛(𝑞)

𝑚𝑎𝑥
𝑖
(𝑎𝑖𝑗

𝑖𝑛(𝑞)
) − 𝑚𝑖𝑛

𝑖
(𝑎𝑖𝑗

𝑖𝑛(𝑞)
)
 𝑖 = 1,2, . . . , 𝑚  𝑗

= 1,2, . . . , 𝑛 𝑞 = 1,2, . . . , 𝑡 

𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)

=
𝑎𝑝𝑗
𝑜𝑢𝑡(𝑞)

−𝑚𝑖𝑛
𝑝
(𝑎𝑝𝑗
𝑜𝑢𝑡(𝑞)

)

𝑚𝑎𝑥
𝑝
(𝑎
𝑝𝑗
𝑜𝑢𝑡(𝑞)

)−𝑚𝑖𝑛
𝑝
(𝑎
𝑝𝑗
𝑜𝑢𝑡(𝑞)

)
 𝑝 = 1,2, . . . , 𝑠  𝑗 =

1,2, . . . , 𝑛 𝑞 = 1,2, . . . , 𝑡. (4) 

Consensus measure and CRP 

Because 𝐷𝑀𝑠 have different opinions, it is impossible for all 

𝐷𝑀𝑠 to reach complete agreement on the evaluation results. 

Therefore, a consensus measure is required when the 

preferences of 𝐷𝑀𝑠 are aggregated into group preferences. 

When the consensus degree fails to reach the preset threshold, 

a feedback mechanism must be established to enable 𝐷𝑀𝑠 to 

reach consensus. This process is known as reaching a 

consensus. Generally, consensus approaches in the literature 

can be categorized into two groups. The first group considers 

a mathematical aggregated consensus. This type of consensus 

is achieved by changing the weights of 𝐷𝑀𝑠 [9]. In the other 

type, 𝐷𝑀𝑠 are encouraged to modify their preferences to reach 

a closer agreement in terms of preferences [6]. Preference 

modification and weight-updating methods have been proven 

effective for CRP [13, 12]. In this section, a consensus degree 

measurement model is introduced as a consensus-reaching 

model based on weight updating and preference modification 

under the framework of cross-efficiency evaluation. 

In the consensus degree measurement process, we assume that 

the 𝐷𝑀′𝑠 initial weight 𝜆𝑞 is constant, i.e., 𝜆𝑞 = 1/𝑡. 

Definition 3 Let 𝑉𝑖𝑛(𝑞) = (𝑣𝑖𝑗
𝑖𝑛(𝑞)

)
𝑚×𝑛

 be individual input 

prospect value decision matrices, 𝑉𝑜𝑢𝑡(𝑞) = (𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)

)
𝑠×𝑛

 be 

individual output prospect value decision matrices, 𝑉𝑖𝑛(𝑐) =

(𝑣𝑖𝑗
𝑖𝑛(𝑐)

)
𝑚×𝑛

be the collective input prospect value decision 

matrix, and 𝑉𝑜𝑢𝑡(𝑐) = (𝑣𝑝𝑗
𝑜𝑢𝑡(𝑐)

)
𝑠×𝑛

 be the collective output 

prospect value decision matrix. Then, 𝑉𝑖𝑛(𝑐) and 𝑉𝑜𝑢𝑡(𝑐) are 

expressed as follows. 

 𝑣𝑖𝑗
𝑖𝑛(𝑐)

= ∑ 𝜆𝑞𝑣𝑖𝑗
𝑖𝑛(𝑞)𝑡

𝑞=1       𝑖 = 1, . . . , 𝑚  𝑗 =

1, . . . , 𝑛  𝑞 = 1, . . . , 𝑡 

𝑣𝑝𝑗
𝑜𝑢𝑡(𝑐)

= ∑ 𝜆𝑞𝑣𝑝𝑗
𝑜𝑢𝑡(𝑐)𝑡

𝑞=1     𝑝 = 1, . . . , 𝑠 𝑗 = 1, . . . , 𝑛 𝑞 =

1, . . . , 𝑡. (5) 

Definition 4 Let 

( ) ( )( )in q in q

ij m nV v =
𝑉𝑜𝑢𝑡(𝑞) =

(𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)

)
𝑠×𝑛

 be the prospect-value decision matrix of DM

𝑒𝑞 to 𝐷𝑀𝑈𝑗.𝑉
𝑖𝑛(𝑐)

= (𝑣𝑖𝑗
𝑐 )𝑚×𝑛and 𝑉

𝑜𝑢𝑡(𝑐)
= (𝑣𝑝𝑗

𝑜𝑢𝑡(𝑐)
)𝑠×𝑛 be 

the collective prospect value decision matrix of 𝐷𝑀𝑈𝑗 . Then, 

the input decision consensus 𝐶𝑃𝑗
𝑖𝑛, output decision consensus 

𝐶𝑃𝑗
𝑜𝑢𝑡 , and overall decision consensus 𝐶𝑃𝑗  are expressed as 

𝐶𝑃𝑗
𝑖𝑛 = 1 − ∑ 𝜆𝑞 ∑ 𝑤𝑖|𝑣𝑖𝑗

𝑖𝑛(𝑞)
− 𝑣𝑖𝑗

𝑖𝑛(𝑐)
|𝑚

𝑖=1
𝑡
𝑞=1 , 

𝐶𝑃𝑗
𝑜𝑢𝑡 = 1 −∑𝜆𝑞∑𝜇𝑝 |𝑣𝑝𝑗

𝑜𝑢𝑡(𝑞)
− 𝑣𝑝𝑗

𝑜𝑢𝑡(𝑐)|

𝑠

𝑝=1

𝑡

𝑞=1

, 

𝐶𝑃𝑗 = 1 − ∑ 𝜆𝑞
𝑡
𝑞=1 (∑ 𝑤𝑖|𝑣𝑖𝑗

𝑖𝑛(𝑞)
− 𝑣𝑖𝑗

𝑖𝑛(𝑐)
|𝑚

𝑖=1 + 𝜇𝑝|𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)

−

𝑣𝑝𝑗
𝑜𝑢𝑡(𝑐)

|). (6) 

Similarly, the total consensus degree of all 𝐷𝑀𝑈𝑠 is expressed 

as 

𝐶𝑃 =
1

𝑛
∑ 𝐶𝑃𝑗
𝑛
𝑗=1 . (7) 

If the consensus degree 𝐶𝑃 = 1, all 𝐷𝑀𝑠 reach a complete 

agreement on the evaluation results of all 𝐷𝑀𝑈𝑠. The higher 

the 𝐶𝑃 value, the higher the degree of consensus of the 𝐷𝑀𝑠 

regarding the evaluation result, and vice versa. 

Definition 5 Let 

( ) ( )( )in q in q

ij m nV v =
𝑉𝑜𝑢𝑡(𝑞) =

(𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)

)
𝑠×𝑛

 be the prospect-value decision matrix of DM

𝑒𝑞 to 𝐷𝑀𝑈𝑗 . 𝑉
𝑖𝑛(𝑐)

= (𝑣𝑖𝑗
𝑐 )𝑚×𝑛 and 𝑉

𝑜𝑢𝑡(𝑐)
= (𝑣𝑝𝑗

𝑜𝑢𝑡(𝑐)
)𝑠×𝑛 

be the collective prospect value decision matrix of 𝐷𝑀𝑈𝑗 . 

Then, the conflict degree between the individual decision 

matrices and the group decision matrix of DMs 𝑒𝑞 is 

expressed as 

𝜃𝑞 =
1

𝑛
∑ (∑ 𝑤𝑖|𝑣𝑖𝑗

𝑖𝑛(𝑞)
− 𝑣𝑖𝑗

𝑖𝑛(𝑐)
|𝑚

𝑖=1 + 𝜇𝑝|𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)

−𝑛
𝑗=1

𝑣𝑝𝑗
𝑜𝑢𝑡(𝑐)

|). (8) 

Similarly, the total conflict degree 𝜃 for all 𝐷𝑀𝑠 is expressed 

as 

𝜃 = ∑ 𝜆𝑞𝜃𝑞
𝑡
𝑞=1 . (9) 

Let 𝛿 be a pre-specified threshold for an acceptable level of 

group conflict. If 𝜃 < 𝛿, then the level of conflict between 

𝐷𝑀𝑠 is acceptable. 

In CRP, the 𝐷𝑀𝑠 must adhere to consensus rules. 

Traditionally, CRP is based on identification and direction 

rules [2]. We propose a 𝐷𝑀𝑠 weight-updating model.  



Proceedings of the International Conference on "Energy, Sustainability and Climate Crisis" 2024  

ESCC 2024, Corfu, Greece, August 26 - 30, 2024 

 

ISBN: 978-618-5765-04-0 

ISSN 3057-4269 194 ESCC 2024 

𝐶𝑃𝑗𝑞̄ = 1 −∑𝛽𝑑 (∑𝑤𝑖|𝑣𝑖𝑗
𝑖𝑛(𝑑)

− 𝑣𝑖𝑗
𝑖𝑛(𝑐)

|

𝑚

𝑖=1

𝑡

𝑑=1

+∑𝜇𝑝

𝑠

𝑝=1

|𝑣𝑝𝑗
𝑜𝑢𝑡(𝑑)

− 𝑣𝑝𝑗
𝑜𝑢𝑡(𝑐)

|) 

𝑑 = 1,2, . . . , 𝑡  𝑑 ≠ 𝑞   

𝛽𝑑 =
𝜆𝑑

∑ 𝜆𝑏
𝑡
𝑏=1

  𝑏 = 1,2, . . . , 𝑡  𝑏 ≠ 𝑞 

𝐷𝑗𝑞 = 𝐶𝑃𝑗 − 𝐶𝑃𝑗𝑞̄   𝑗 = 1,2, . . . , 𝑛 

𝐷𝑞 = ∑ 𝐷𝑗𝑞
𝑛
𝑗=1 , (10) 

where 𝐶𝑃𝑗𝑞̄  is the group consensus level of 𝐷𝑀𝑈𝑗 , without 

DM 𝑒𝑞. 𝐷𝑗𝑞 denotes the decision contribution degree of 

DM 𝑒𝑞 to 𝐷𝑀𝑈𝑗, and 𝐷𝑞  denotes the aggregation decision 

contribution degree of DM 𝑒𝑞. The larger the value of 𝐷𝑞 , 

the higher the contribution of DM 𝑒𝑞 to the group decision-

making. If the conflict level exceeds the threshold 𝛿, i.e. 𝜃 >

𝛿, the weights of the 𝐷𝑀𝑠 must be updated to reach a new 

group decision consensus. The weights are updated as follows. 

𝛾𝑞 = 𝜆𝑞(1 + 𝐷𝑞)
𝜎 , 𝜆̃𝑞 =

𝛾𝑞

∑ 𝛾𝑞
𝑡
𝑞=1

, 𝑞 = 1,2. . . , 𝑡. (11) 

The parameter 𝜎 represents the effects of the 𝐷𝑀𝑠′ 

contribution on the weights. 

Based on the definitions and weight-updating model in the 

previous section, we propose an iterative consensus-reaching 

algorithm to resolve conflict in group decision-making.  

Step 1. Initialize the 𝐷𝑀weight 𝜆𝑞 =
1

𝑡
. 

Step 2. Let 𝑙 = 0, 𝑉0
𝑖𝑛(𝑞)

= (𝑣𝑖𝑗,0
𝑖𝑛(𝑞)

)
𝑚×𝑛

= 𝑉𝑖𝑛(𝑞), and 

𝑉0
𝑜𝑢𝑡(𝑞)

= (𝑣𝑝𝑗,0
𝑜𝑢𝑡(𝑞)

)
𝑠×𝑛

= 𝑉𝑜𝑢𝑡(𝑞). Here, 𝑙 is the number of 

iterations. 

Step 3. Apply Eq. (14) to aggregate the normalized individual 

decision-making matrices 𝑉𝑙
𝑖𝑛(𝑞)

, 𝑉𝑙
𝑜𝑢𝑡(𝑞)

 into group decision 

matrices 𝑉𝑙
𝑖𝑛(𝑐)

, 𝑉𝑙
𝑜𝑢𝑡(𝑐)

. Eq. (17) and (18) are used to calculate 

the conflict degree 𝜃𝑞,𝑙  between individual DMs 𝑒𝑞 and 

group decision-making, as well as the total conflict degree 𝜃𝑙. 

If 𝜃𝑙 ≤ 𝛿 or 𝑙 = 𝑙𝑚𝑎𝑥, proceed to Step 6. Otherwise, proceed 

to the next step. 

Step 4. Apply Eqs. (19) and (20) to measure the contribution 

of 𝐷𝑞  and update the weight 𝜆̃𝑞
𝑙 of DMs 𝑒𝑞. 

Step 5. Identify the position of 𝐷𝑀𝑈𝑗with maximum absolute 

deviations 𝑜𝑖𝜏𝑗𝜏,𝑙
𝑖𝑛(𝑞)

 and 𝑜𝑝𝜓𝑗𝜓,𝑙
𝑜𝑢𝑡(𝑞)

 for each DM𝑒𝑞, where 𝑜𝑖𝜏𝑗𝜏,𝑙
𝑖𝑛(𝑞)

=

𝑚𝑎𝑥
𝑖,𝑗
(|𝑣𝑖𝑗,𝑙

𝑖𝑛(𝑞)
− 𝑣𝑖𝑗,𝑙

𝑖𝑛(𝑐)
|) and 𝑜𝑝𝜓𝑗𝜓,𝑙

𝑜𝑢𝑡(𝑞)
= 𝑚𝑎𝑥

𝑝,𝑗
(|𝑣𝑝𝑗,𝑙

𝑜𝑢𝑡(𝑞)
−

𝑣𝑝𝑗,𝑙
𝑜𝑢𝑡(𝑐)

|), and adjust the corresponding values as follows. 

𝑣𝑖𝑗,𝑙
𝑖𝑛(𝑞)

= {
𝑣𝑖𝑗,𝑙
(𝑐)
 𝑖𝑓 𝑖 = 𝑖𝜏 , 𝑗 = 𝑗𝜏

𝑣𝑖𝑗,𝑙
𝑖𝑛(𝑞)

 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

𝑜𝑝𝑗,𝑙
𝑜𝑢𝑡(𝑞)

= {
𝑣𝑝𝑗,𝑙
(𝑐)
 𝑖𝑓 𝑝 = 𝑝𝜓, 𝑗 = 𝑗𝜓

𝑣𝑝𝑗,𝑙
𝑜𝑢𝑡(𝑞)

 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

𝑖 = 1, . . . , 𝑚; 𝑗 = 1, . . . , 𝑛; 𝑝 = 1, . . . , 𝑠; 𝑞 = 1, . . . , 𝑡. (12) 

Let 𝑙 = 𝑙 + 1 and return to Step 3. 

Step 6. Let the DM 𝑒𝑞 weight 𝜆𝑞 = 𝜆𝑞
𝑙 , total conflict degree 

𝜃 = 𝜃𝑙, and individual decision-making matrices 𝑉
𝑖𝑛(𝑞)

=

𝑉𝑙
𝑖𝑛(𝑞)

 and 𝑉
𝑜𝑢𝑡(𝑞)

= 𝑉𝑙
𝑜𝑢𝑡(𝑞)

. 

Step 7 End. 

Group cross-efficiency evaluation 

Group cross-efficiency evaluation model 

In group decision-making, the peer evaluation 𝐷𝑀𝑈 should 

be reflected not only within the group, but also among the 

groups. Based on this idea, the following group 𝐷𝐸𝐴 cross-

efficiency evaluation model was established, and the 

intragroup cross-efficiency, intragroup cross-efficiency, and 

final cross-efficiency aggregation were defined. 

For DMs 𝑒𝑞, the self-evaluation efficiency 𝐸𝑘𝑘
(𝑞𝑞)

 of 𝐷𝑀𝑈𝑘 

can be obtained as follows. 

𝑀𝑎𝑥 𝐸𝑘𝑘
(𝑞𝑞)

=∑𝜇𝑝𝑘
(𝑞)
𝑣𝑝𝑘
𝑜𝑢𝑡(𝑞)

𝑠

𝑝=1

 

𝑠. 𝑡.  ∑𝑤𝑖𝑘
(𝑞)
𝑣𝑖𝑘
𝑜𝑢𝑡(𝑞)

𝑚

𝑖=1

= 1 

      ∑𝜇𝑝𝑘
(𝑞)
𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)

𝑠

𝑝=1

−∑𝑤𝑖𝑘
(𝑞)
𝑣𝑖𝑗
𝑖𝑛(𝑞)

𝑚

𝑖=1

≤ 0 

      ∑𝜇𝑝𝑘
(𝑞)
𝑣𝑝𝑗
𝑜𝑢𝑡(𝑑)

−∑𝑤𝑖𝑘
(𝑞)
𝑣𝑖𝑗
𝑖𝑛(𝑑)

𝑚

𝑖=1

𝑠

𝑝=1

≤ 0 𝑞 ≠ 𝑑 

      𝑤𝑖𝑘
(𝑞)
, 𝜇𝑝𝑘
(𝑞)
≥ 0 

      𝑖 = 1, . . . , 𝑚 𝑗 = 1, . . . , 𝑛 𝑞 = 1, . . . , 𝑡  𝑘 = 1, . . . , 𝑛 𝑑 =

1, . . . , 𝑡. (13) 

Let (𝜇𝑝𝑘
(𝑞)∗
, 𝑤𝑖𝑘

(𝑞)∗
) be the optimal solution of Eq. (22); 

therefore, 

𝐸𝑘𝑘
(𝑞𝑞)

=∑𝑢𝑝𝑘
(𝑞)∗
𝑣𝑝𝑘
𝑜𝑢𝑡(𝑞)

𝑠

𝑝=1
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𝐸𝑗𝑘
(𝑞𝑞)

=
∑ 𝜇𝑝𝑘

(𝑞)∗
𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)𝑠

𝑝=1

∑ 𝑤𝑖𝑘
(𝑞)∗
𝑣𝑖𝑗
𝑖𝑛(𝑞)𝑚

𝑖=1

  

𝑞 = 1, . . . , 𝑡; 𝑗, 𝑘 = 1, . . . , 𝑛; 𝑖 = 1, . . . , 𝑚; 𝑝 = 1, . . . , 𝑠. (14) 

In group decision-making, peer evaluation 𝐷𝑀𝑠 should be 

considered. Therefore, we introduce cross-efficiency between 

groups and define the cross-efficiency 𝐸𝑗𝑘
(𝑞𝑑)

 between 𝑒𝑞 and 

𝑒𝑑as follows. 

𝐸𝑗𝑘
(𝑞𝑑)

=
∑ 𝜇𝑝𝑘

(𝑑)
𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)𝑠

𝑝=1

∑ 𝑤
𝑖𝑘
(𝑑)
𝑣
𝑖𝑗
𝑖𝑛(𝑞)𝑚

𝑖=1

 𝑗, 𝑘 = 1, . . . , 𝑛; 𝑞, 𝑑 = 1, . . . , 𝑡; 𝑞 ≠

𝑑. (15) 

For each 𝐷𝑀𝑈𝑗, the cross-efficiency evaluation matrix is 

composed of intragroup cross-efficiency 𝐸𝑗𝑘
(𝑞𝑞)

 and intergroup 

cross-efficiency 𝐸𝑗𝑘
(𝑞𝑑)

, as follows. 

 𝐸𝑗𝑘
(𝑞𝑞)

= (
𝐸11
(𝑞𝑞)

… 𝐸1𝑛
(𝑞𝑞)

⋮ ⋱ ⋮

𝐸𝑛1
(𝑞𝑞)

⋯ 𝐸𝑛𝑛
(𝑞𝑞)

)  𝑞 = 1, . . . , 𝑡 𝑗, 𝑘 =

1, . . . , 𝑛, 

𝐸𝑗𝑘
(𝑞𝑑)

= (
𝐸11
(𝑞𝑑)

… 𝐸1𝑛
(𝑞𝑑)

⋮ ⋱ ⋮

𝐸𝑛1
(𝑞𝑑)

⋯ 𝐸𝑛𝑛
(𝑞𝑑)

)  𝑞, 𝑑 = 1, . . . , 𝑡 𝑞 ≠ 𝑑 𝑗, 𝑘 =

1, . . . , 𝑛. 

In this study, cross-efficiency aggregation is categorized into 

two levels, including intragroup and intergroup cross-

efficiency aggregations. For 𝐷𝑀𝑈𝑗, the intragroup and 

intergroup cross-efficiencies are respectively defined as 

follows. 

𝐸𝑗
(𝑞𝑞)

=
1

𝑛
∑ 𝐸𝑗𝑘

(𝑞𝑞)𝑛
𝑘=1  𝑗, 𝑘 = 1, . . . , 𝑛; 𝑞 = 1, . . . , 𝑡, 

𝐸𝑗
(𝑞𝑑)

=
1

𝑛
∑ 𝐸𝑗𝑘

(𝑞𝑑)𝑛
𝑘=1  𝑗, 𝑘 = 1, . . . , 𝑛; 𝑞, 𝑑 = 1, . . . , 𝑡; 𝑞 ≠ 𝑑.

 (16) 

For DMs 𝑒𝑞, the cross-efficiency comprises intragroup 

cross-efficiency 𝐸𝑗
(𝑞𝑞)

 and 𝑡 − 1 intergroup cross-efficiency 

𝐸𝑗
(𝑞𝑑)

. Subsequently, the aggregation cross-efficiency of 

𝐷𝑀𝑈𝑗 is defined as 

𝐸𝑗
(𝑞)
=

1

𝑡
(𝐸𝑗

(𝑞𝑞)
+ ∑ 𝐸𝑗

(𝑞𝑑)𝑡
𝑑=1,𝑑≠𝑞 ) 𝑞, 𝑑 = 1, . . . , 𝑡; 𝑞 ≠

𝑑; 𝑗 = 1, . . . , 𝑛. (17) 

Similarly, for 𝐷𝑀𝑈𝑗 , the final efficiency is defined as 

𝐸𝑗 = ∑ 𝜆𝑞𝐸𝑗
(𝑞)𝑡

𝑞=1   𝑗 = 1, . . . , 𝑛; 𝑞 = 1, . . . , 𝑡, (18) 

where 𝜆𝑞 denotes the 𝐷𝑀’s weight when consensus is 

reached. 

Neutral secondary goal model 

Note that the optimal weights obtained from model (22) are 

usually not unique. .Based on the idea of [3], we propose the 

following neutral secondary goal model to select a set of 

appropriate weights from multiple weight sets. 

𝑀𝑎𝑥 ∑𝜇𝑝𝑘
(𝑞)
( ∑ 𝑣𝑝𝑗

𝑜𝑢𝑡(𝑞)

𝑛

𝑗=1,𝑗≠𝑘

)

𝑠

𝑝=1

 

𝑠. 𝑡.  ∑𝑤𝑖𝑘
(𝑞)
( ∑ 𝑣𝑖𝑗

𝑖𝑛(𝑞)

𝑛

𝑗=1,𝑗≠𝑘

)

𝑚

𝑖=1

= 1, 

       ∑𝜇𝑝𝑘
(𝑞)
𝑣𝑝𝑘
𝑜𝑢𝑡(𝑞)

𝑠

𝑝=1

− 𝐸𝑘𝑘
(𝑞𝑞)∗

⋅∑𝑤𝑖𝑘
(𝑞)
𝑣𝑖𝑘
𝑖𝑛(𝑞)

𝑚

𝑖=1

= 0, 

      ∑𝜇𝑝𝑘
(𝑞)
𝑣𝑝𝑗
𝑜𝑢𝑡(𝑞)

𝑠

𝑝=1

−∑𝑤𝑖𝑘
(𝑞)
𝑣𝑖𝑗
𝑖𝑛(𝑞)

𝑚

𝑖=1

≤ 0, 

      ∑𝜇𝑝𝑘
(𝑞)
𝑣𝑝𝑗
𝑜𝑢𝑡(𝑑)

−∑𝑤𝑖𝑘
(𝑞)
𝑣𝑖𝑗
𝑖𝑛(𝑑)

𝑚

𝑖=1

𝑠

𝑝=1

≤ 0 𝑑 = 1,2, . . . 𝑡; 𝑑

≠ 𝑞, 

      𝑤𝑖𝑘
(𝑞)
, 𝜇𝑝𝑘
(𝑞)
≥ 0, 

      𝑖 = 1, . . . , 𝑚; 𝑗 = 1, . . . , 𝑛; 𝑑, 𝑞 = 1, . . . , 𝑡  𝑘 = 1, . . . , 𝑛 .

 (19) 

In model (28), for 𝐷𝑀 𝑒𝑞,the secondary goal is to choose the 

weights that maximize the cross-efficiency of all other units 

while maintaining the self-evaluation efficiency of the target 

𝐷𝑀𝑈𝑘 unchanged, instead of maximizing or minimizing the 

cross-efficiency of other 𝐷𝑀𝑠. Therefore, this is a neutral 

secondary goal model. 

NUMERICAL EXAMPLE 

To illustrate the effectiveness and rationality of the proposed 

group cross-efficiency evaluation method based on prospect 

theory and decision-making consensus, we provide a classical 

supplier evaluation example. In this example, a single 

moderator and five 𝐷𝑀𝑠 participated in the evaluation, and 14 

major international passenger airlines were evaluated in terms 

of three inputs and two outputs, as defined below. 

𝑥1: aircraft capacity in kilometers, 

𝑥2: operating cost, 

𝑥3: non-flight assets, such as reservation systems, facilities, 

and current assets, 

𝑦1: passenger kilometers, 

𝑦2: non-passenger revenue. 
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Results and analysis of numerical example  

As shown in Table 1, the group cross-efficiency evaluation 

method proposed herein provides better discrimination and 

can rank all 𝐷𝑀𝑈𝑠. Moreover, the proposed method considers 

the 𝐷𝑀′𝑠 bounded rational behavior and decision consensus, 

and fully considers the subjective preference and 

psychological behavior characteristics of 𝐷𝑀𝑠 under risk. In 

the cross-efficiency evaluation, peer evaluations within the 

group and among groups are considered. In particular, in 

cross-efficiency aggregation, the weight of the 𝐷𝑀𝑠 is 

obtained when consensus is reached. The evaluation results 

can reflect the differences in the evaluation of 𝐷𝑀𝑈𝑠 by 𝐷𝑀𝑠, 

and the evaluation results are obtained based on the consensus 

reached by the 𝐷𝑀𝑠, i.e., the result of group decision-making. 

Therefore, the entire evaluation process can reflect the 

subjective preferences and bounded rationality under risk of 

the 𝐷𝑀𝑠; additionally, the process enables 𝐷𝑀𝑠 to reach 

consensus regarding the evaluation results, and the evaluation 

results are more reasonable and easier for all the 𝐷𝑀𝑠 to 

accept. 

Table 1 DMUs aggregation cross-efficiency 

( )q

jE  qe  jE  

1 2 3 4 5 

1 0.193  0.246  0.365  0.166  0.290  0.235  

2 0.008  0.013  0.036  0.011  0.009  0.012  

3 0.069  0.104  0.058  0.098  0.073  0.079  

4 0.282  0.274  0.141  0.226  0.300  0.264  

5 0.155  0.340  0.480  0.135  0.147  0.199  

6 0.020  0.021  0.046  0.016  0.021  0.022  

7 0.568  0.644  0.371  0.278  0.497  0.488  

8 0.228  0.219  0.216  0.234  0.222  0.226  

9 0.335  0.497  0.204  0.334  0.423  0.369  

10 0.422  0.665  0.531  0.542  0.808  0.589  

11 0.612  0.520  0.464  0.411  0.614  0.551  

12 0.452  0.568  0.340  0.242  0.712  0.488  

13 0.100  0.178  0.244  0.069  0.107  0.118  

14 0.112  0.155  0.072  0.136  0.128  0.123  

 

Comparative analysis 

Table 2 shows the evaluation results of the group cross-

efficiency evaluation model proposed herein (CPGCE) and 

the classical cross-efficiency models for 14 passenger airlines. 

As shown in Table 2, the efficiency values of the group cross-

efficiency evaluation model proposed herein were lower than 

those of the other classical cross-efficiency evaluation models. 

Table 2 Efficiency comparison between proposed method and 

classical cross-efficiency evaluation methods 

D

M

U 

CP

GC

E 

ID

M

U 

AD

MU 

[A-,

A+] 

Benev

olent 

Aggre

ssive 

Neu

tral 

1 0.23

5  

0.6

45  

0.63

2  

0.61

0  

0.754  0.599  0.66

1  

2 0.01

2  

0.1

87  

0.17

1  

0.18

7  

0.189  0.165  0.20

9  

3 0.07

9  

0.6

40  

0.65

7  

0.61

0  

0.768  0.623  0.62

9  

4 0.26

4  

0.6

98  

0.71

1  

0.67

3  

0.822  0.673  0.70

9  

5 0.19

9  

0.7

67  

0.83

8  

0.77

9  

0.891  0.798  0.79

6  

6 0.02

2  

0.6

37  

0.67

4  

0.60

9  

0.755  0.639  0.59

2  

7 0.48

8  

0.7

28  

0.68

2  

0.68

6  

0.821  0.648  0.75

4  

8 0.22

6  

0.6

48  

0.61

4  

0.61

5  

0.724  0.586  0.68

1  

9 0.36

9  

0.6

92  

0.65

9  

0.66

9  

0.759  0.631  0.74

7  

10 0.58

9  

0.7

02  

0.70

8  

0.70

7  

0.780  0.681  0.79

9  

11 0.55

1  

0.8

00  

0.81

4  

0.81

6  

0.919  0.774  0.90

8  

12 0.48

9 

0.7

78  

0.76

6  

0.75

6  

0.885  0.731  0.83

7  

13 0.11

8  

0.8

04  

0.78

3  

0.76

3  

0.919  0.750  0.82

0  

14 0.12

3  

0.7

32  

0.77

2  

0.70

8  

0.866  0.732  0.70

9  

 

In Figure 2, a–c represents the ranking comparison for 14 

passenger airlines between the group cross-efficiency 

evaluation model in this study and the prospect cross-

efficiency evaluation proposed by [10]. Here, d–f represents 

the ranking comparison for 14 passenger airlines between the 

group cross-efficiency evaluation model proposed herein and 

each of the benevolent and aggressive cross-efficiency 

evaluation models proposed by [3] and the neutral cross-

efficiency evaluation model proposed by [11]. As shown in 

Figure 2, the proposed method and the other classical cross-

efficiency evaluation methods showed similar trends in terms 

of the rankings of the 14 passenger airlines. In addition, the 

rankings for most passenger airlines did not change 

significantly. 𝐷𝑀𝑈13 had the largest difference in ranking, 

mainly due to the selection of reference points. In this study, 

the reference points were provided by five 𝐷𝑀𝑠according to 

their professional judgment and different psychological and 

behavioral characteristics under risk. The evaluation result is 

the result of group decision-making process, which is more 

realistic. However, [10] selected virtual points as reference 

points, such as A or B, which involved certain limitations and 

sometimes obtained incorrect evaluation results. Meanwhile, 

in the cross-efficiency evaluation proposed by [10] and [3], 

peer evaluation is data-driven and not real peer evaluation. 

The CPGCE model proposed in this paper established the 

definition of intragroup and intergroup cross-efficiency, and 
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five 𝐷𝑀𝑠participated in the decision-making, which truly 

realized peer evaluation. The method proposed herein can 

reflect the actual performance and characteristics of 𝐷𝑀𝑈𝑠 

and is an effective and practical group cross-efficiency 

evaluation method. 

CONCLUSION 

In this study, the concept of prospect theory and decision 

consensus degree have been introduced into group cross-

efficiency evaluation, and a novel group cross-efficiency 

evaluation based on prospect theory and decision consensus 

has been established. Subsequently, a complete decision 

framework for group cross-efficiency evaluation based on 

prospect theory was proposed. The bounded rational behavior 

of 𝐷𝑀𝑠 was considered in the consensus degree measurement, 

CRP, and group cross-efficiency evaluation. A group 

decision-making model under the framework of cross-

efficiency has been established for the first time, which 

realizes the unity of 𝐷𝑀𝑠′ subjective judgment with objective 

data in group decision-making, and truly reflects peer 

evaluation in cross-efficiency evaluation. To calculate the 

prospect value, a novel definition of the parameterized interval 

reference point has been established, along with gain and loss 

algorithms based on the aspiration level and interval reference 

point.  

In consensus measurement and consensus reaching, a 

consensus degree measurement model, that is, a conflict 

degree measurement model based on prospect theory under 

the cross-efficiency evaluation framework, was established, a 

weight-updating model based on the contribution degree was 

established, and an iterative algorithm of consensus reaching 

was proposed. In group cross-efficiency evaluation, we 

considered both intragroup and intergroup peer evaluations, 

proposed a new definition of intergroup cross-efficiency, and 

established a novel cross-efficiency evaluation model based 

on prospect theory and decision consensus. By establishing a 

neutral secondary goal model, the non-uniqueness of cross-

efficiency is addressed. Finally, an example considering a 

supplier evaluation has been provided to verify the 

effectiveness and practicability of the model in terms of 

ranking and efficiency evaluation of 𝐷𝑀𝑈𝑠. 

The group cross-efficiency evaluation model proposed herein 

can be applied extensively in multiple fields, such as supplier 

evaluation and selection, energy efficiency evaluation, and 

portfolio selection. Although the model proposed in this study 

is innovative and versatile, it also involves some limitations. 

In future studies, we intend to determine the attribute weights 

of 𝐷𝑀𝑈𝑠 objectively.  
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